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Example 4.7 Find the best straight line through the following measured points

L 0 1 2 3l R 5
v 0.92 4.15 9.78 14,46 17.26 21.90
o 0.5 1.0 0.75 1.25 1.0 1.3

Applving (4.73) 1o (4.82), we find
a=4.227 h=10.878

ala) = 0,044  a(b)=0.203 and
covia, b) = —0.0629.




106 4. Statistics and the Treatment of Experimental Data

Inverting (4.80), we find

V=____L_7r< An ‘A”> (4.81)
ApAp—Afn \-An  An 1

so that
A, B
a’(a) = Z__ = =
ApAp—-Ap BD-A
a*(b) = An & 5 (4.82
ApAp—-An  BD-A
cov(a, b) = —An =4

A Ap-ALn BD-A*

To complete the process, now, it is necessary to also have an idea of the quality of the .
fit. Do the data, in fact, correspond to the function f(x) we have assumed? This can be
tested by means of the chi-square. This is just the value of S at the minimum. Recalling
Sect. 4.2.4, we saw that if the data correspond to the function and the deviations are’
Gaussian, S should be expected to follow a chi-square distribution with mean value -
equal to the degrees of freedom, v. In the above problem, there are n independent data
points from which m parameters are extracted. The degrees of freedom is thus
v=n—m. In the case of a linear fit, m = 2, so that v=n—2. We thus expect S to be

close to v = n—2 if the fit is good. A quick and easy test is to form the reduced chi-
square :

xX_s, (4.83)
v v 3
which should be close to 1 for a good fit.

A more rigorous test is to look at the probability of obtaining a x2 value greate!
than S, i.e., P(xzzs). This requires integrating the chi-square distribution or usin
cumulative distribution tables. In general, if P(x*=8) is greater than 5%, the fit can be
accepted. Beyond this point, some questions must be asked.

An equally important point to consider is when S is very small. This implies that th
points are not fluctuating enough. Barring falsified data, the most likely cause is a
overestimation of the errors on the data points. If the reader will recall, the error bar
represent a 1 ¢ deviation, so that about 1/3 of the data points should, in fact, be expect

ed to fall outside the fit!

Example 4.7 Find the best straight line through the following measured points

X 0 1 2 3 4 5
¥ 0.92 4.15 9.78 14.46 17.26 21.90
o 0.5 1.0 0.75 1.25 1.0 1.5

Applying (4.75) to (4.82), we find
a=4.227 b =0.878

ag(a) = 0.044 g(b) =0.203 and
cov(a, b) = —0.0629.





