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Dark matter accounts for \( \sim 26.8\% \) of the universe’s mass and \( \sim 85\% \) of the matter of the universe. The majority of dark matter is in the form of non-baryonic dark matter. Among all the dark matter particle candidates, the Weakly Interacting Massive Particle (WIMP) is considered the most promising. Tens of experiments around the world are under the searches of WIMPs. The Super Cryogenic Dark Matter Search (SuperCDMS) is one of the leading direct dark matter search experiments. Its latest experiment was located in the Soudan Underground Laboratory in northern Minnesota. By placing its germanium (Ge) detectors deep underground, it aimed at performing a rare-event search in the case that a WIMP would collide with a Ge nucleus and leave a Ge nuclear recoil signal in the detectors. These Ge detectors were operated at a temperature of \( \sim 50 \) mK to reduce the noise from disturbing the ionization and phonon signal collections.

A high mass WIMP search analysis is performed on the recent collected data sets at Soudan. It aims at exploring WIMPs with masses from the order of 10 GeV/c² and above. With a raw exposure of 1657.54 kg-days, an exclusion limit is set on the spin-independent WIMP-nucleon cross section at \( 1.32 \times 10^{-44} \) cm² for a 75 GeV/c² WIMP at a 90\% confidence level by the profile likelihood ratio technique.

Neutrons are the most dangerous background in a direct dark matter search experiment. The nuclear recoil signal that a neutron produces in a Ge detector is indistinguishable from
that a WIMP produces. Protection against them is one of the key aspects for the next generation of SuperCDMS experiment at SNOLAB. An active neutron veto system was proposed to be implemented in this future experiment to make it more robust from neutrons. The feasibility of both the plastic and liquid neutron veto systems was studied.
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1.1 (Top plot) Rotational velocity (unit: km/s) in M31 as a function of the distance (unit: minutes of arc) from its center. At a distance of 690 kpc for M31, 1 minute of arc (1’) is equal to a distance of 200 pc. The most distant region observed was at 120’ (24 kpc). The solid curve is the fitted rotation curve [3]. (Bottom plot) The solid curve is from observation of a galaxy whose rotation curve is flat at large distance. The dashed curve is a prediction based on calculations using Newtonian dynamics [4].

1.2  
(a) Contours of the weak gravitational lensing mass overlay on the optical image of 1E0657-56. Dashed curves are negative relative to an arbitrary zero level.  
(b) Contours of the upper four mass levels (for clarity purpose) overlay on the X-ray image. Gravitational potential of the X-ray gas can be derived from its temperature measurement. After the collision, the gas lags behind the dark matter subcluster [5].

1.3 The anisotropies of the cosmic microwave background (CMB) as observed by Planck. The CMB is a snapshot of the oldest light in our universe, imprinted on the sky when the universe was just 380 000 years old. It shows tiny temperature fluctuations that correspond to regions of slightly different densities, representing the seeds of all future structure: the stars and galaxies of today. *Copyright: ESA and the Planck Collaboration [8].*

2.1 This plot shows the WIMP number density during the freeze-out stage in the pre-BBN era in a form of \( \frac{Y(x)}{Y(x+1)} \) as a function of \( x=m/T \) where \( Y=n/s \) (solid line). The dashed lines indicate that the smaller the WIMP self-annihilation cross section, the larger the WIMP relic density [23].

2.2 Illustration of the three ways to detect dark matter particles [25]. \( \chi \) represents a dark matter particle and \( p \) represents a Standard Model particle. Direction detection looks for the interaction between a dark matter particle and a Standard Model particle. Indirect detection looks for Standard Model particles from the annihilation of two dark matter particles. Collider production is to generate dark matter particles through the collision of Standard Model particles.
2.3 Expected WIMP energy spectra in germanium target for ten different WIMP masses with the assumption that the WIMP-nucleon spin-independent cross section is $10^{-45}$ cm$^2$. The y-axis is the expected WIMP rate in unit of event·kg$^{-1}$·day$^{-1}$·keV$^{-1}$ [42].

2.4 A sensitivity plot for SuperCDMS SNOLAB. The four dashed curves are the expected sensitivities before the experiment, where the red dashed curve is the sensitivity from germanium detectors with the normal bias mode, the light blue dashed curve is the sensitivity from the silicon detectors with the normal bias mode, the dark red dashed curve is the sensitivity from germanium detectors with the high voltage bias mode, the dark blue dashed curve is the sensitivity from the silicon detectors with the high voltage bias mode. The solid curves in the upper right region are exclusion limits from data analyses of many other experiments. The bottom region surrounded by dots is called the neutrino floor, where if an experiment is sensitive enough to reach, the neutrino background would become an unavoidable background in this experiment.

3.1 A photo of an iZIP detector, which is photolithographically patterned with ionization and phonon collection sensors interleaved on the same face.

3.2 There are four phonon signal readout channels and two ionization signal readout channels in total on each face. Three phonon channels are inside and one is outside as a ring. The inner ionization channel is about the same coverage as the three inner phonon channels and the outer ionization channel interleaves with the outer phonon channel.

3.3 When an interaction occurs in the bulk region, electrons and holes migrate to different detector faces after creation due to the external electric field. An interaction that occurs within a few microns of the surface may have both the created electrons and holes drawn to the sensors on the same side.
3.4 This plot shows the charge signal asymmetry of surface events and how the iZIP detector discriminate between bulk and surface events. The x-axis is the summed charge energy on side 1 and the y-axis is the summed charge energy on side 2. If an event occurs in the bulk region, it would deposit an equal amount of charge energy on both sides, which makes it distribute along the diagonal (blue dots). If an event occurs near the detector surface, it would have asymmetric charge energy deposited on both sides, which makes it distribute along either the x-axis or the y-axis (red dots). The two dashed blue lines are the boundaries for charge symmetry selection. There is a $^{210}\text{Pb}$ source plate placed above side 1 of this detector, which produces a large amount of surface event on side 1. The 46 keV line comes from the gammas in the $^{210}\text{Pb}$ decay chain. The two blue dots with bigger black circles are two low yield events that pass the charge symmetry selection, which could be used to derive an upper limit on the surface event rejection power of the iZIP detector [46].

3.5 These two plots demonstrate the stability of signal collection as a function of time with and without flashing. If the duration of LED light shining is short, e.g. 30 seconds or 1 minute, it is called a mini-flash. The blue dots are from a 12 hour data run with no LED flash performed, while the red dots are from a 9 hour data run with a LED flash once every hour. The data without a LED flash starts to show degradation after three hours. As a comparison, the data with LED mini flashes shows signal stability throughout the whole data collection time. This demonstrates that the LED flash method restores the detectors to their neutral state. The x-axis is the voltage bias time. The y-axis of the top plot is an ionization yield quantity [ygsumINT]. The y-axis of the bottom plot is quantity that describes depth measuring quantity [qzpartOF] based on charge signals from both faces.

3.6 Detector interface boards (DIBs) are attached at the sides of a detector and in charge of transferring ionization and phonon signals collected from the sensors out. LEDs are installed on each DIB in order to flash light into the crystal to bring it back to neutral state.

3.7 Primary (prompt) phonons are created at the interaction location and scatter isotropically. In this plot, the oblique electrons migrate to the top face and the holes migrate to the bottom face. Neganov-Luke phonons are generated along the charge drift direction in a cone shape.

3.8 This is an illustration on how the phonon information gets collected. When phonons reach an aluminum collector, they get absorbed and then break Cooper pairs in it. These quasiparticles then diffuse till reaching the tungsten quasiparticle trap where they get trapped and their energy get transported to a TES. The TES then transfers this energy to a SQUID to read out.
3.9 This is a view of the second floor in the cavern of the Soudan mine where the SuperCDMS experiment was located. The surrounding material could become a source of backgrounds. ........................................ 31

3.10 This photo is to show the assembly of shielding layers near the cryogenic region at Soudan site. .................................................. 32

3.11 The top plot illustrates the layout of the five iZIP towers in the cryogenic region. The bottom plot illustrates the detector and tower orientations. .... 34

3.12 The cold end of a stripline connects to a SQUET and the warm end of it connects to the E-box. It transfers the collected signals from the cryogenic region to the room-temperature electronic system. ................. 37

4.1 This plot illustrates the gamma background distribution from $^{133}$Ba calibration data in the phonon recoil energy and ionization yield plane for detector iT4Z2 (1111). Surface electron recoils (blue dots) have yield values less than 1 and spread out from the bulk electron recoil band (green dots) towards low yield region. Among 609776 electron recoil events passing the data quality cuts, two events (red dots) fall into the $2\sigma$ nuclear recoil band WIMP search region. ...................... 42

4.2 $^{210}$Pb undergoes two beta decays to reach $^{210}$Po, then decays to the stable $^{206}$Pb with the emission of a 5.3 MeV alpha particle. ..................... 43

4.3 This illustrates the surface electron recoil rejection capability of the iZIP detector. This detector is iT3Z1, which has a $^{210}$Pb source plate above its side 1. Although the surface events (red dots) can have yield values down to the WIMP signal region, nearly 100% of them get excluded by the charge symmetry selection. Of the electron recoils that pass the charge symmetry selection (blue dots), two of them possess low yield values which are close to the yield of nuclear recoils that pass the charge symmetry selection (green dots). The study with the two source plates demonstrates that an upper limit of the surface electron recoil rejection power of the iZIP detector is at the order of $10^{-5}$ [46]. ............... 45

4.4 The total ionization energy versus the total phonon energy for WIMP search data taken with SuperCDMS. Alpha particles (pluses) have a signature 5.3 MeV kinetic energy. This is much higher than the energies of most gamma particles (orange and green dots), which makes it easy to identify. Of greatest interest to the analysis are alpha particles in the inner fiducial volume (red and blue pluses). Alpha particles with their energy deposited in the guard channel or with energy shared between the guard and inner channels (pink and cyan stars) are not considered in this analysis. ................................................. 46
4.5 The top plot shows a Gaussian fit in the outer charge energy dimension within an inner charge energy bin on the bottom face of detector iT2Z2. From this fit, a mean value and a standard deviation can be calculated. In the bottom plot, linear fits are used for all three data points: mean values, $3\sigma$ upper bound, and $3\sigma$ lower bound.

4.6 The inner alpha background rates (top) and total alpha background rates (bottom) in the iZIP detectors (red dots) compared to the alpha background rate measurements from runs taken with CDMS II (black, green, and magenta dots). Both results show consistent rates with the past measurements. The error bar is in $\pm 1\sigma$.

4.7 To reduce the effect on the experiment from the potential cosmogenic neutrons produced by the muons in the cosmic rays faking a dark matter interaction, the SuperCDMS Soudan experiment was located deep underground. Compared to SuperCDMS Soudan, the future SuperCDMS SNOLAB will experience a smaller muon flux by a factor of $10^3$.

5.1 Mass fractions of different components in brass of C3604 type.

5.2 Neutron emission spectra from a concentration of 1 ppb uranium concentration in C3604 brass.

5.3 Neutron emission spectra from a concentration of 1 ppb thorium concentration in C3604 brass.

5.4 A screenshot of the variables stored in one of the SuperSim simulation output files in ROOT format.

5.5 This is an illustration of the conceptual experiment design for SuperCDMS SNOLAB.

5.6 The top plot is a cross section view of the experiment geometry in the simulation. The detector towers (brown circles) are in the center surrounded by space for a potential upgrade (purple). Surrounding the detector volume are the copper cans (red), the active neutron veto layer (grey), the lead layer (black), and the polyethylene layer (dark green). The bottom plot provides a more detailed view of the tower arrangement and composition assumed for this geometry.

5.7 In reality, a single scattering neutron should only interact once in a detector. But in data collection, a neutron interacts multiple times within the same detector is not able to be separated from a real single scattering neutron. Thus, these two groups are both parts of single scattering neutrons (Singles) in the data analysis. Neutrons leave signals in more than one detector are referred to as multiple scattering neutrons (Multiples) in the data analysis.
5.8 This proposed SuperCDMS SNOLAB experiment would have provided sensitivity to a WIMP-nucleon cross section that would have reached down to $8 \times 10^{-47}$ cm$^2$ for a WIMP mass of 50 GeV/c$^2$ by the end of the planned five-year operating period. This Generation-2 (G2) experiment would have had unparalleled sensitivity for low-mass dark matter, with a sensitivity goal that was 100 times better than the current limits at 13 GeV/c$^2$, increasing to $6 \times 10^5$ times better sensitivity at 1.2 GeV/c$^2$. (Based on original DOE proposal in 2013 [56]).

5.9 Example of one system design considered in this study for a neutron veto in the SuperCDMS SNOLAB experiment. In this study, a configuration with a 225 kg Ge detector payload in 27 towers was investigated. From the inside out, there are 27 detector towers, six copper cans, one Gd-loaded polyethylene layer, one lead layer, one aluminum layer and one polyethylene layer. Silicon photomultipliers were considered as the readout device for the active neutron veto layer. The two pipes connecting to the refrigerator and electronic box are visible on the left and right hand sides of the cryogenic region.

5.10 The red curve shows the single-scatter neutron capture efficiency as a function of the energy threshold ($E_{th}$) in the Gd-loaded polyethylene layer with Birk’s law taken into account. The blue curve shows the veto efficiency without implementing Birk’s law. These are the single-scatter neutrons from $^{232}$Th contamination with an energy deposition in the [10, 100] keV range in a detector.

5.11 This is an illustration of the experiment setup with an active neutron veto layer using liquid scintillator.

5.12 Single-scatter neutron veto efficiencies in the 0.12% Gd-doped LAB liquid scintillator module as a function of the energy threshold when using different tank materials (titanium (red), stainless steel (blue) and acrylic (green)). An energy collection time window of 100 µs was applied.

6.1 This is an illustration of the detector orientation and tower arrangement for the SuperCDMS Soudan experiment. A total of 15 detectors were arranged into 5 towers, each tower containing three detectors. Detector names using two different nomenclatures are listed on each detector.

6.2 This is an illustration of the yield-energy distributions for bulk ERs, surface ERs, and NRs in iT1Z1 in the Cf data set. The yield of surface ERs can have any value from 1 down to 0, which covers the yield region of the bulk NRs. Thus, a surface ER can fall into the NR band and mimic a WIMP signal event.

6.3 The run time for each data series in Table 6.2 is approximately 3 hours.
6.4 The ionization yield $[ytNF]$ vs total phonon energy $[ptNF]$ plane is divided into four regions for statistics comparison. .................................................. 86

6.5 Statistics comparison among different $^{133}$Ba source configurations show that retracting the sources back as far as 4-inches maintains comparable statistics in all four regions. Data series 10 has no data in iT3Z3 due to the existence of abnormal energy $\chi^2$ values. ................................. 87

6.6 Distribution comparison between four $^{133}$Ba source configurations and the fully-inserted configuration. For the radial charge energy partition quantity on side 1 $[qrpart1OF]$ in region 4, the 1-inch (top left), 2-inches (top right) and 4-inches (bottom left) configurations show comparable statistics to the fully-inserted configuration, while the 8-inches (bottom right) configuration shows an obvious decrease in statistics. ................. 88

6.7 The top left and right plots are examples of a good charge energy $\chi^2$ distribution. The bottom left and right plots are examples of a degraded charge energy $\chi^2$ distribution. $QS1OFchisq$ is the side 1 charge energy $\chi^2$ quantity. $qsum1OF$ is the summed side 1 charge energy. ......................... 91

6.8 A Gaussian fit is applied to the $\chi^2$ peak, where $QS1OFchisq$ is the side 1 charge energy $\chi^2$ quantity. The $\mu \pm 3\sigma$ boundaries are compared among three selected data series with good performance. ......................... 92

6.9 The ratios of $QS1OFChisq$ (top) and $QS2OFChisq$ (bottom) in run 134 (R134) for all functional charge channels in the 15 detectors. The ratio of a charge energy $\chi^2$ quantity is defined as the random triggered events within a range near the peak over all random triggered events. ............... 93

6.10 A ratio cut is set at 0.7 (i.e. 70%) for iT3Z3 (pink vertical line). 20 data series have $QS1OFChisq$ statistics less than 70 % within [3760, 4440] are removed. $QS1OFchisq$ is the side 1 charge energy $\chi^2$ quantity. The ratio of a charge energy $\chi^2$ quantity is defined as the random triggered events within a range near the peak over all random triggered events. ............... 94

6.11 This plot illustrates the effect of the cGoodRandomChi2_v53_HT cut on the livetime of R133 and R134 WIMP search (lowbg) data. ......................... 95

6.12 The top plot is the yield $[ytNF]$ distribution as a function of data collection time for non-zero livetime events (black dots) and zero livetime events (red dots). The bottom plot is yield $[ytNF]$ vs phonon energy $[ptNF]$ plane. Both plots show no difference in the distributions between these two groups of events. ........................................ 98
6.13 The top plot shows the *livetime* distribution of all events. These two groups of events form a quasi exponential decrease together. The bottom plot illustrates differences in the triggering between non-zero livetime events (blue) and zero livetime events (red). The *TimeBetween* values of the zero livetime events are distributed within the range of those of the non-zero livetime events. *TimeBetween* is a time measurement between two triggers. It equals to the deadtime of DAQ following last event trigger plus the livetime of the current event.

7.1 The top plot shows a Gaussian is fit from the NR sample in the yield \((y_{tNF})\) dimension in iT2Z1 using the \(^{252}\text{Cf}\) calibration data. The bottom plot shows that a PDF is calculated from the above fit.

7.2 The top plot shows a KDE is calculated from the NR sample in the phonon recoil energy \((precoilt_{tNF})\) dimension in iT2Z1 using the \(^{252}\text{Cf}\) calibration data. The bottom plot shows that a PDF is calculated from the above KDE.

7.3 The top plot shows a KDE is calculated from the bulk ER sample in the yield \((y_{tNF})\) dimension in iT2Z1 using the \(^{133}\text{Ba}\) calibration data. The bottom plot shows that a PDF is calculated from the above KDE.

7.4 The top plot shows that a KDE is calculated from the bulk ER sample in the phonon recoil energy \((precoilt_{tNF})\) dimension in iT2Z1 using the blinded WIMP search data. The bottom plot shows that a PDF is calculated from the above KDE.

7.5 The top plot shows a KDE is calculated from the surface event sample in the yield \((y_{tNF})\) dimension in iT2Z1 using the surface event data set. The bottom plot shows that a PDF is calculated from the above KDE.

7.6 The top plot shows a KDE is calculated from the surface event sample in the phonon recoil energy \((precoilt_{tNF})\) dimension in iT2Z1 using the surface event data set. The bottom plot shows that a PDF is calculated from the above KDE.

7.7 Calculated WIMP spectra in Ge target for different WIMP masses \([42]\) with an assumption that the spin-independent WIMP-nucleon cross section is \(10^{-45}\) cm\(^2\).

7.8 Combined cut efficiency (red) for the WIMP signal within 15 and 155 keV phonon recoil energy in iT2Z1.

7.9 This plot shows the comparison between the WIMP spectrum for a 75 GeV WIMP in iT2Z1 after taking the efficiency into account (red) and the WIMP spectrum from theoretical calculation (green).
7.10 This plot shows the generation of WIMP signal PDF (red) from the efficiency-corrected WIMP spectrum in iT2Z1 for a 75 GeV WIMP between 20 and 150 keV phonon recoil energy with the assumption of $\sigma_{SI}=10^{-45}$ cm$^2$.

7.11 This plot shows a linear relation between the measured signal numbers (Ns$_{\text{measured}}$) and the input signal numbers (Ns$_{\text{input}}$) for a 25 GeV WIMP. For each input signal number, 80 pseudo data sets are generated to test the model.

7.12 This plot shows the scan of a signal event number (Ns) upper limit in a pseudo experiment at a 90% confidence level for a 25 GeV WIMP with the assumption of $\sigma_{SI}=10^{-45}$ cm$^2$.

7.13 This plot shows the exclusion limit of this high mass WIMP search analysis from the profile likelihood ratio technique (dark red curve). A WIMP-nucleon spin-independent cross section of $1.32 \times 10^{-44}$ cm$^2$ with a WIMP mass of 75 GeV/c$^2$ at 90% confidence level is reached. The shaded area between 25 and 750 GeV/c$^2$ WIMP masses is the sensitivity with 2$\sigma$ uncertainties from the profile likelihood ratio technique. The exclusion limit is consistent with the sensitivity estimation before unblinding. The curve in orange is the CDMS-Edelweiss combined limit. The short curve in dark red at the top left is the limit from SuperCDMS Soudan Low-mass WIMP search analysis. The curve in light green is the limit from PICO-60. The curve in magenta is the limit from DarkSide-50. The curve in green is the limit from XENON100.

A.1 Neutron emission spectra from uranium (top) and thorium (bottom) in Carbon Fiber Rod.

A.2 Neutron emission spectra from uranium (top) and thorium (bottom) in Kapton.

A.3 Neutron emission spectra from uranium (top) and thorium (bottom) in MuMetal.

A.4 Neutron emission spectra from uranium (top) and thorium (bottom) in shotcrete at SNOLAB.

C.1 Example of a standard normal distribution. The colored area corresponds to the distribution within $\pm 1\sigma$.

C.2 Example of Poisson distributions with different expected values $\nu$ in histograms. In comparison, the continuous curves are Gaussian distributions with $\mu = \nu$ and $\sigma = \sqrt{\nu}$. 
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Chapter 1
Existence of Dark Matter

1.1. Invisible Mass in the Coma Cluster

In the 1920s and 1930s, observations based on luminosities and internal rotations were the usual ways to estimate the masses of nebulae. There were two factors that made these methods unreliable. Firstly, the observed luminosity of an extragalactic system could be used to estimate only the visible mass in that system. If there was any invisible mass, the estimation of the mass was only a lower limit of that entire galactic system. Secondly, the observed internal rotation of an extragalactic system was under the assumption that the internal part of this system rotated like a solid body. But in fact, the internal part was not a huge core of mass. Many nebulae were distributed within the system. There was a non-zero viscosity caused by the gravitational interactions among its component masses that made this central core move like a solid body.

In 1933, Fritz Zwicky, who was a Swiss astronomer and worked at the California Institute of Technology in the United States of America, studied the Coma cluster and performed a calculation to estimate its total mass [1, 2]. He made an assumption that the Coma cluster was a mechanically stationary system. In this case, the total mass of the Coma cluster could be estimated using the virial theorem.

After a series of derivation, he arrived at the following expression

$$\mathcal{M} \geq \frac{3Rv_s^2}{5G}$$

(1.1)
where \( R \) was the radius of the Coma cluster of nebulae and its value was \( 2 \times 10^6 \) light-years, \( \bar{v}_s^2 \) was an average of the average velocity squared along the line of sight and its value was approximately \( 5 \times 10^{15} \) cm\(^2\) sec\(^{-2}\), \( G \) was the gravitational constant and the “\( \geq \)” sign came from the fact that the bright nebulae were not distributed uniformly in the Coma cluster.

After he put these values in the formula, he estimated the total mass of the Coma cluster of nebulae \( M \) to be greater than \( 4.5 \times 10^{13} M_\odot \), where \( M_\odot \) is the mass of the sun. The Coma cluster contained about one thousand nebulae. Thus, the average mass of a nebulae was calculated as

\[
\bar{M} \geq 4.5 \times 10^{10} M_\odot
\]  

(1.2)

This estimate should be a lower limit for the average mass of a nebulae. However, the observed luminosity gave the average mass of a nebulae to be only \( 8.5 \times 10^7 M_\odot \). Thus, this result was really surprising and unexpected. Based on the observation of the luminosity only, the discrepancy in the mass estimation was about a factor of 500. From this Zwicky concluded that the total mass of the Coma cluster was dominated by nonluminous matter, which he named dark matter.

1.2. Evidence of Dark Matter

Starting from 1960s the equipment for astronomical observations and measurements improved significantly. Studies of the rotational curves of galaxies improved estimates of the amount of dark matter in the universe and further supported the idea that in addition to luminous matter, there were large amounts of nonluminous mass in these galaxies. This nonluminous mass can have gravitational effect on the space-time nearby. By studying this effect through gravitational lensing, the result indicated that a massive dark matter component should exist in these galaxies. One of these studies was the observation of the Bullet Cluster, which lead to a constraint on the self-interaction cross section between dark matter particles.
1.2.1. Rotational Curves of Galaxies

In the late 1960s and early 1970s, Vera Rubin made measurements of the rotational velocities of the Andromeda nebulae (M31) within the range of 3 kpc to 24 kpc from its nucleus [3]. She found that the rotational velocities dropped slower than expected at large galaxy radii (see Fig. 1.1). According to Newtonian dynamics, based only on the luminous matter in the galaxy, the rotational velocities should decrease at a rate of \( \frac{1}{r^2} \) as the distance from the luminous core increases. Thus, without the existence of a large amount of nonluminous matter, the galaxy would be torn apart as it rotates.

1.2.2. The Bullet Cluster

If general relativity is valid, when there exists an amount of matter between a light source and an observer, the paths of the light would be bent as it travels from the source towards the observer due to the warped space-time around this amount of matter. The image of the source will be displaced. This effect is called gravitational lensing. By examining the bending of light propagation, the mass of this amount of matter can be estimated.

If a cluster consists of both luminous and nonluminous matter, the amount of nonluminous matter in the total mass can be determined by observing the nonluminous matter via the gravitational lensing effect and the luminous matter via the electromagnetic measurement. This combination of observation methods was used in the study of the Bullet Cluster.

A hot main cluster and a relatively cold subcluster are involved in the Bullet Cluster, 1E0657-56 [5]. After the galaxies collided, the centroid of the hot X-ray gas cloud were identified by x-ray measurements made by the Chandra telescope and the centroid of the nonluminous matter was identified from a gravitational lensing analysis. These centroids were offset as illustrated in Fig. 1.2. If dark matter does not exist, the majority of the mass is expected to be in the hot X-ray gas cloud. However, the observation indicated that only
Figure 1.1: (Top plot) Rotational velocity (unit: km/s) in M31 as a function of the distance (unit: minutes of arc) from its center. At a distance of 690 kpc for M31, 1 minute of arc (1’) is equal to a distance of 200 pc. The most distant region observed was at 120’ (24 kpc). The solid curve is the fitted rotation curve [3]. (Bottom plot) The solid curve is from observation of a galaxy whose rotation curve is flat at large distance. The dashed curve is a prediction based on calculations using Newtonian dynamics [4].
a fraction of 10% -15% of mass was in the form of hot gas or plasmas, which indicated that the majority of the mass is dark matter.

This observation not only provides evidence for the existence of dark matter, but also sets an upper limit for the strength of dark matter self-interaction. When passing through the main cluster, the subcluster’s velocity decreases from 4500 km/s (theoretical calculation) to 3500 km/s (at the time when the observation takes place). Dark matter particles are relatively collisionless. Assuming the drag force comes from the dark matter particle collisions only, a constraint can be set for the dark matter self-interaction

$$\frac{\sigma}{m} < 1 \text{ cm}^2 \cdot \text{g}^{-1}$$  \hspace{1cm} (1.3)

where $\sigma$ is the cross section for the dark matter self-interaction, and $m$ is the mass of the dark matter particle.
1.3. Dark Matter Component in the Universe

The cosmic microwave background (CMB) radiation [6] is photons produced during the recombination era when the universe cooled down. Their wavelengths are in the microwave region now and the CMB is nearly uniform in density across the universe (see Fig. 1.3). From measurements of the CMB, the shape of the universe can be deduced. The inflation model [7] can be used to describe the near-uniformity of CMB from which the curvature of the universe could be derived. This curvature is determined by the density of the universe, which could tell us how much matter is needed to construct such a universe with uniform CMB.

Figure 1.3: The anisotropies of the cosmic microwave background (CMB) as observed by Planck. The CMB is a snapshot of the oldest light in our universe, imprinted on the sky when the universe was just 380 000 years old. It shows tiny temperature fluctuations that correspond to regions of slightly different densities, representing the seeds of all future structure: the stars and galaxies of today. Copyright: ESA and the Planck Collaboration [8].

Measurements taken by the Planck satellite launched by the European Space Agency (ESA) indicate that the curvature of the universe is flat [9] as predicted by the model of inflation. In order for the universe to be flat more components than the baryonic matter are needed. Results from the analysis of data taken by the Planck satellite indicate that
ordinary matter only contributes 4.9% of the total universe mass, dark matter contributes 26.8%, and dark energy contributes 68.3%. Over 85% of matter is dark matter which is non-baryonic dominant and cold (moving at non-relativistic speeds) [10–12].

1.4. Dark Matter Particle Candidates

If dark matter exists, there must be at least one type of dark matter particle. In order for a particle to be considered as a “good” dark matter particle candidate, it must meet the following criteria [13].

1. Electric neutral
2. Non-relativistic
3. Support the hierarchic star formation process [14]
4. Compatible constraints on self-interaction
5. Provide the appropriate relic density [15]
6. Experimentally detectable
7. Consistent with the results from current direct dark matter searches
8. Compatible with other astrophysical bounds

Although the term “dark matter” had been introduced into the physics field for over 80 years, its composition is still a mystery. Below is a brief introduction to some favored dark matter candidates [15].

Neutralinos are one type of Weakly Interacting Massive Particles (WIMPs) that results from supersymmetric models of particle physics [16, 17]. If neutralinos are dark matter, two physics problems can be solved simultaneously because they can not only help to explain the problem of the nonluminous mass in the universe, but also prove the existence of supersymmetry.
Extra Dimensional Dark Matter was first proposed by Kaluza and Klein back in 1920s [18]. If this type of dark matter does exist, it would live in a higher dimensional space, i.e. a fourth spatial dimension in this case. This extra dimension is too small to directly explore experimentally. Only the effect of its projections in our universe may be observed. Thus, an observation of multiple particles sharing different masses but same charge might shed a light on this. If this candidate does exist, it could also support the idea of String Theory [19,20].

Axions were motivated to solve the strong CP violation problem and first proposed by physicists Roberto Peccei and Helen Quinn back in 1977 [21]. They are weakly interacting but extremely light in mass at the order of $10^{-6}$ eV.

Sterile Neutrinos were proposed as a 4th generation of neutrinos [22]. In the Standard Model, neutrinos do not have right-handed fields. The flavor oscillation and mixing suggests the incompleteness of the Standard Model of particle physics. Sterile neutrinos are a cold dark matter candidate. Unfortunately, they would be very difficult to detect because the time for sterile neutrinos to interact with ordinary matter is about the age of the universe.
Weakly Interacting Massive Particles (WIMPs) are among the most promising dark matter candidates. A WIMP self-annihilation cross section at the weakly interacting scale can naturally provide the right abundance for the WIMP relic density, which makes WIMPs compelling. The Super Cryogenic Dark Matter Search (SuperCDMS) experiment is one of the leading direct dark matter search experiments across the world that search for WIMPs.

2.1. The WIMP Miracle

During the radiation era, a WIMP could interact with another WIMP to produce a pair of Standard Model particles at a high rate, and vice versa. Thus, the production and annihilation rates were in thermal-dynamic equilibrium. As the universe expanded, the number density of WIMPs dropped. Although WIMPs and the Standard Model particles were still in equilibrium, the production and annihilation rates decreased. As the expansion continued, eventually the number density of WIMPs dropped so low that there was little chance for two WIMPs to meet and interact with each other. This time point is commonly referred to as freeze-out. Once this occurred, there was negligible WIMP self-annihilation and a relic density of WIMPs remained in the universe.

If $n$ is the WIMP number density, $s$ is the entropy density, $t$ is time, $\langle \sigma_{\text{ann}} v \rangle$ is the thermal average of WIMP self-annihilation cross section, $n_{eq}$ is the equilibrium WIMP number density, $m$ is the WIMP mass and $H$ is the Hubble parameter, then the Boltzmann equation
and entropy conservation give the following equations [15]

\[
\frac{dn}{dt} = -3Hn - \langle \sigma_{\text{ann}}v \rangle (n^2 - n_{\text{eq}}^2) \\
\frac{ds}{dt} = -3Hs
\]  

(2.1)

If we let \( Y = n/s \) and \( x = m/T \), then the relation between \( Y \) and \( x \) can be derived from the above equations. This relationship is illustrated in Fig. 2.1. The smaller the WIMP self-annihilation cross section, the larger the WIMP relic density.

Figure 2.1: This plot shows the WIMP number density during the freeze-out stage in the pre-BBN era in a form of \( Y(x)/Y(x+1) \) as a function of \( x = m/T \) where \( Y = n/s \) (solid line). The dashed lines indicate that the smaller the WIMP self-annihilation cross section, the larger the WIMP relic density [23].

The freeze-out temperature is \( T_{\text{fo}} \sim m/20 \). Big bang nucleosynthesis (BBN) started about 200 s after the big bang. At that point in time, the temperature was about 0.8 MeV. This means that if the WIMP mass is larger than \( \sim 20 \text{ MeV} \), the WIMP relic density would
be determined before the BBN. At the present day, the relic density is believed to be \([15]\)

\[
\Omega h^2 \approx \frac{3 \times 10^{-27} \text{cm}^3 \cdot \text{s}^{-1}}{\langle \sigma_{\text{ann}} v \rangle}
\] (2.2)

If the WIMP self-annihilation cross section is at the weakly interacting scale, then it gives the right abundance for a \(\sim 100 \text{ GeV/c}^2\) scale WIMP. The present estimation for the WIMP mass ranges from the order of GeV/c\(^2\) to a few TeV/c\(^2\). This also implies that the freeze-out happened in the pre-BBN era.

### 2.2. The Lightest Neutralino

In the minimal supersymmetric standard model (MSSM) \([24]\), there is a discrete symmetry called R-parity. It is conserved and is defined as

\[
R = (-1)^{3B + L + 2s}
\]

where \(B\) is the baryon number, \(L\) is the lepton number, and \(s\) is the spin of the particle. All the known Standard Model particles have the value of \(R = 1\), while the supersymmetric (SUSY) particles \([16]\) have the value of \(R = -1\) resulting from the condition that the spin difference between a Standard Model particle and its superpartner is \(\frac{1}{2}\).

From the conservation of R-parity, the SUSY particles can either be produced in pairs or annihilate in pairs. When a heavier SUSY particle decays, it can only decay to a lighter SUSY particle. Thus, the lightest SUSY particle (LSP) is stable since there is no lighter SUSY particle and it cannot decay further. For these reasons, the LSP is the canonical and best-investigated supersymmetric WIMP candidate.
The neutralino is the most favored LSP. There are four kinds of neutralinos in the MSSM. Each neutralino, $\chi$, is a linear combination of four superparticles.

$$\chi = \alpha \tilde{B} + \beta \tilde{W}^3 + \gamma \tilde{H}_1 + \delta \tilde{H}_2$$

where $\tilde{B}$ is the bino, $\tilde{W}^3$ is the neutral wino, $\tilde{H}_1$ and $\tilde{H}_2$ are two neutral Higgsinos. $\alpha, \beta, \gamma$ and $\delta$ are the mixing coefficients. Depending on the values of $\alpha, \beta, \gamma$ and $\delta$, the lightest neutralino can be bino-like, wino-like or higgsino-like.

### 2.3. Dark Matter Detection Methods

The true identity of dark matter is still an enigma and the development of experiments and approaches to uncover it is ongoing. Dark matter does not interact through the electromagnetic and strong forces with ordinary matter, but it does have a gravitational effect on the surroundings and may be able to interact weakly with ordinary matter. The interaction cross section between dark matter and normal matter is fairly small. Thus, experiments must be designed with great sensitivity to rare interactions between dark matter and ordinary matter.

In principle, there are three distinct methods to detect dark matter particles: direct detection, indirect detection, and collider production. Although they are distinct from each other, their ultimate goal is the same: to discover the identity and understand the characteristics of this mysterious component of the universe. Figure 2.2 illustrates the physics processes used in these three different detection methods.

#### a) Direct Detection

The direct detection method [26] examines the interactions between dark matter particles ($\chi$) and ordinary particles ($p$) via the weak interaction. This interaction type is illustrated in Fig. 2.2 as

$$\chi + p \rightarrow \chi + p$$
Figure 2.2: Illustration of the three ways to detect dark matter particles [25]. $\chi$ represents a dark matter particle and $p$ represents a Standard Model particle. Direction detection looks for the interaction between a dark matter particle and a Standard Model particle. Indirect detection looks for Standard Model particles from the annihilation of two dark matter particles. Collider production is to generate dark matter particles through the collision of Standard Model particles.

In the direct detection technique, the energy from a dark matter particle collision with a target is measured directly [26, 27]. This technique uses low-background terrestrial targets. By scattering off the nuclei in the target, the dark matter particle would leave signatures such as ionization, phonon or scintillation signals from the recoiling nucleus. SuperCDMS [28], Edelweiss [29], LUX [30], XENON [31], CRESST [32] are some examples of the direct detection experiments around the world.

b) Indirect Detection

Indirect dark matter searches [26, 33] look for the annihilation products from two dark matter particles interacting with each other. This interaction type is illustrated in Fig. 2.2 as

$$\chi + \chi \rightarrow p + p$$

There are areas in the universe where dark matter particles can exist in high densities such as the center of a galaxy. If dark matter particles could annihilate with each other in the early universe, they can still annihilate with each other today. The goal of indirect detection
techniques is to detect these products (gamma rays, neutrinos, etc.) of dark matter particle pair annihilations. Fermi-LAT [34], AMS [35], HESS [36] and IceCube [37] are some examples of the current running indirect detection experiments around the world.

c) Collider Production

To search for dark matter particles at a collider, researches sift through the products of Standard Model particle collisions for signatures of dark matter production [38]. Although this interaction type is illustrated as \( p + p \rightarrow \chi + \chi \) in Fig. 2.2, a more accurate illustration would be

\[
p + p \rightarrow \chi + \chi + p' + p' + p' + \cdots
\]

because there are many Standard Model particles \((p')\) produced during these same collisions. Since the produced dark matter particles leave no direct signal in the detectors, their existence is inferred from the missing energy of other interaction products observed. ATLAS [39] and CMS [40] at the Large Hadron Collider are two of the detectors that are searching for dark matter through Standard Model particle collisions.

2.4. Direct Detection Event Rates

Although there are three detection methods, this dissertation will focus only on the dark matter direct detection. The feasibility of using a terrestrial detector to detect the direct interaction between dark matter particles and Standard Model particles was investigated by Mark Goodman and Edward Witten in the 1980s [41]. At that time, a neutral-current neutrino detector was just proposed. They immediately saw the possibility to use it to detect dark matter candidates in the galactic halo.

Assuming the mass of a dark matter candidate is \( M_{\text{WIMP}} \), the local dark matter density is \( \rho_0 \), the mean velocity of dark matter is \( \langle v \rangle \), the atomic weight of the target atom is \( A \), the elastic scattering cross section between this dark matter candidate and the target atom is \( \sigma \),
the counting rate of this dark matter candidate was derived as

$$R = \frac{5.8 \text{ events}}{\text{kg day}} \left[ \frac{\bar{\sigma}}{10^{-38} \text{ cm}^2} \right] \left[ \frac{\rho}{10^{-24} \text{ g/cm}^3} \right] \left[ \frac{\langle v \rangle}{200 \text{ km/sec}} \right]$$  \hspace{1cm} (2.3)$$

where $\bar{\sigma} = (\sigma/A)(1 \text{ GeV/m})$. In order to estimate the rate of a particular dark matter particle on a specific target, $\sigma$ needs input from nuclear physics, and $\rho, \langle v \rangle$ need inputs from astrophysics. From Equation 2.3, three different types of dark matter candidates were considered: particles with coherent weak interactions, particles with spin-dependent interactions, and strongly interacting particles.

The WIMP-nuclei elastic scattering differential rate $[42,43]$ can be written as

$$\frac{dR}{dE_R} = N_N \frac{\rho_0}{M_{\text{WIMP}}} \int_{v_{\text{min}}}^{v_{\text{max}}} dv f(v) v \frac{d\sigma}{dE_R}$$  \hspace{1cm} (2.4)$$

where $N_N = N_A/A$ is the number density of the target nuclei, $N_A$ is the Avogadro number, $f(v)$ is the WIMP velocity distribution, $E_R$ is the transfer energy from WIMP to the recoiling nucleus. Assuming a WIMP with a mass of $M_{\text{WIMP}}=100 \text{ GeV}/c^2$ and using the inputs of the mean WIMP velocity $\langle v \rangle=220 \text{ km/s}$, the galactic halo escape velocity $v_{\text{esc}} \approx 544 \text{ km/s}$ and the local WIMP density $\rho_0 = 0.3 \text{ GeV/cm}^3$, the elastic scattering cross section $\sigma \sim 10^{-38} \text{ cm}^2$ for electroweak WIMP-nucleus interactions from particle physics, the expected WIMP event rate can be expressed as

$$R \sim N_N \times \phi_0 \times \sigma = \frac{N_A}{A} \times \frac{\rho_0}{M_{\text{WIMP}}} \times \langle v \rangle \times \sigma \sim 0.13 \text{ events kg}^{-1} \cdot \text{year}^{-1}$$  \hspace{1cm} (2.5)$$

This can also be written as

$$R \sim 0.13 \text{ events kg year} \left[ \frac{A}{100} \times \frac{\sigma}{10^{-38} \text{ cm}^2} \times \frac{\langle v \rangle}{220 \text{ km/s}} \times \frac{\rho_0}{0.3 \text{ GeV/cm}^3} \right]$$  \hspace{1cm} (2.6)$$

Equation 2.6 shows that different WIMP interaction rates are expected between WIMPs and detectors that use different target materials. The higher the atomic number of the target
atom, the higher the WIMP-nucleon interaction rate. For WIMPs with low masses, it is much harder for them to cause nuclei with high atomic numbers to recoil. Thus, a target with a low atomic number and a low energy threshold would be more sensitive to low-mass WIMP search.

### 2.5. Three Key Points to a Direct Detection Experiment

In order to increase the probability to detect dark matter interaction signals, one needs to improve detector performance and experiment design. Generally speaking, there are many aspects and details that need to be addressed when operating an experiment in this field. Among all of these aspects, three key aspects affect the experiment sensitivity most, which are energy threshold, exposure and background rates [27].

![Figure 2.3: Expected WIMP energy spectra in germanium target for ten different WIMP masses with the assumption that the WIMP-nucleon spin-independent cross section is $10^{-45}$ cm$^2$. The y-axis is the expected WIMP rate in unit of event·kg$^{-1}$·day$^{-1}$·keV$^{-1}$ [42].](image)

The first key aspect to consider is the energy threshold. Because the expected WIMP energy spectrum [42] is quasi-exponentially decreasing with recoil energy (see Fig. 2.3), pushing the energy threshold of the detectors lower means increasing WIMP interaction rate
in the detectors exponentially. But the energy threshold of an experiment is often limited by the electronic system and noise around the detectors. When a detector goes down to a lower energy threshold, it picks up more noise and the fraction of good signal candidates is reduced. In experiments like SuperCDMS, detectors are cooled to \( \sim 50 \) mK in order to reduce the thermal noise. In addition to thermal noise, the electronic readout system also has intrinsic noise. Development of cryogenic and electronic readout systems are a key part in making sensitivity improvements for this type of dark matter detector.

The second key aspect is the exposure of the experiment, which is a measure of how much effective data an experiment has for detecting dark matter. It is an input to the calculation of the expected sensitivity of an experiment and it is defined as the target mass times the good data collection time.

\[
\text{Exposure} \ [\text{kg}\cdot\text{day}] = \text{Mass} \ [\text{kg}] \times \text{Time} \ [\text{day}]
\]

where \( \text{kg} \) is used as the unit of mass and \( \text{day} \) is used as the unit of time in most experiments in this field. The higher the exposure, the higher the probability for a WIMP-nucleon interaction to occur in the detectors. In order to increase exposure, an experiment can use target with a higher atomic number, increase the dimension of a target, use multiple targets, take longer WIMP search data collection, or a combination of them.

The third key point is the background event rates. When a detector is built to detect WIMPs, it is designed to detect the elastic collision signal between a WIMP and a nucleon in the detector. During an elastic collision, some amount of kinetic energy is transferred from the incident WIMP to a nucleon to make it recoil in the detector. Unfortunately, when a neutron, which is one of the background event types, interacts with a nucleon in the detector via an elastic collision, it can produce a signal that is indistinguishable from a WIMP-nucleon interaction. If this nuclear recoil event falls into the WIMP signal region
of an experiment, it may be misclassified as a WIMP signal. In addition to neutrons, there are several other background event types that can exist in a direct dark matter detection experiment. Thus, to understand and reduce backgrounds in an experiment is crucial.

2.6. Experiment Sensitivity

Sensitivity is an estimation of the ability of an experiment to probe the dark matter detection parameter space before conducting the experiment. Figure 2.4 is a sensitivity plot for SuperCDMS SNOLAB, which is expected to be operational in 2020. The dashed curves are the expected sensitivities on the spin-independent WIMP-nucleon cross section. From Section 2.4 we know that the expected WIMP event rate \( R \) is in unit of kg\(^{-1}\)·day\(^{-1}\), which means that with more exposure, there are more WIMPs expected to interact with the detector material. The sensitivity depends linearly on the exposure in all mass ranges until the experiment becomes limited by irreducible backgrounds.
Figure 2.4: A sensitivity plot for SuperCDMS SNOLAB. The four dashed curves are the expected sensitivities before the experiment, where the red dashed curve is the sensitivity from germanium detectors with the normal bias mode, the light blue dashed curve is the sensitivity from the silicon detectors with the normal bias mode, the dark red dashed curve is the sensitivity from germanium detectors with the high voltage bias mode, the dark blue dashed curve is the sensitivity from the silicon detectors with the high voltage bias mode. The solid curves in the upper right region are exclusion limits from data analyses of many other experiments. The bottom region surrounded by dots is called the neutrino floor, where if an experiment is sensitive enough to reach, the neutrino background would become an unavoidable background in this experiment.
Chapter 3
SuperCDMS

This dissertation will focus on the direct dark matter search field and specifically the SuperCDMS experiment within this field. The SuperCDMS Soudan experiment was located and operated in the Soudan Underground Laboratory in northern Minnesota. The laboratory is below the surface at a depth of 2000 meter water equivalent (or mwe), which makes it well shadowed from cosmic rays. It started operation in March 2012 and it was decommissioned in December 2015. SuperCDMS focuses mainly on detecting the WIMP-nucleon interaction. Semiconductor crystals were operated in a very low temperature environment in order to detect the interaction between a WIMP and an ordinary nucleus. By measuring both the ionization and phonon signals of an interaction, the interleaved Z-dependent Ionization and Phonon (iZIP) detector provides a possibility for SuperCDMS to identify WIMPs from its interaction with the terrestrial target.

The next stage of SuperCDMS will be located and operated in the SNOLAB laboratory that is located in Sudbury, Ontario, Canada. SNOLAB is below the surface at a depth of 6000 mwe, which is as three times deep as Soudan. The overburden enhances the ability to reduce cosmic rays that can generate cosmogenic backgrounds in the experiment setup by a factor of 1000. The experiment is scheduled to begin its first science running in 2020.

3.1. iZIP Detectors

The iZIP detector used in SuperCDMS Soudan was made from germanium crystal (cylindrical shape, 3 inches in diameter, 1 inch in thickness, ~0.6 kg per detector, see Fig. 3.1). It was photolithographically patterned with ionization and phonon collection sensors interleaved on both the top and bottom faces. With the charge signals being read out from both
sides, a physics quantity can be constructed to reflect the depth information of an interaction in the detector. This feature provides the iZIP detector a superior ability to reject surface background events compared to the previous CDMS II detector that only had ionization sensors on one side.

Figure 3.1: A photo of an iZIP detector, which is photolithographically patterned with ionization and phonon collection sensors interleaved on the same face.

On each face of the iZIP detector, there are two ionization signal collection channels and four phonon channels in total as illustrated in Fig. 3.2. The inner charge channel is in the center region and covers about 70%-75% surface area of the face. Three of the four phonon channels are in the middle with a surface coverage close to the inner charge channel. The outer charge and phonon channels are interleaved in a ring shape surrounding the inner channel region. The combination of inner and outer channel signals can provide more accurate radial information of an interaction. Combining the radial and depth information together, the 3D position of an interaction can be reconstructed.
Figure 3.2: There are four phonon signal readout channels and two ionization signal readout channels in total on each face. Three phonon channels are inside and one is outside as a ring. The inner ionization channel is about the same coverage as the three inner phonon channels and the outer ionization channel interleaves with the outer phonon channel.

Another useful quantity that can be constructed is the ionization yield of an event in the iZIP detector, which is defined as its ionization energy deposition over its phonon energy deposition.

\[
yield = \frac{\text{ionization energy}}{\text{phonon energy}}
\]

The yield value of a nuclear recoil (NR) event is approximately one third of that of an electron recoil (ER) event [44]. WIMPs produce NRs in the detector while background particles such as gammas, betas, electrons can only produce ERs. Thus, yield can be used to discriminate between an ER and a NR, which provides a possibility to distinguish WIMP signals from many types of backgrounds.

3.1.1. Ionization Signal Collection

The charge electrodes on both the top and bottom detector faces can be voltage biased while all the phonon sensors are grounded. In the high mass WIMP search analysis, all the iZIP detectors were biased in a +2V/-2V mode, which was +2V to one face and -2V to the opposite face. No voltage bias was applied to the sidewall. Due to the non-zero voltage bias on both faces, there is an electric field existing in the detector volume pointing from one face to the other.
When an interaction occurs in the detector, the ionization energy deposited in the crystal creates electron/hole pairs ($e^-/h^+$ pairs) [45]. If this event is in the bulk region, the electrons would drift to the +2V side and the holes would migrate to the -2V side. Since the phonon sensors are all grounded, if this event is near the surface, both the electrons and holes may migrate to the sensors on the same side and result in an imbalanced charge signal collection on both sides (see Fig. 3.3).

Figure 3.3: When an interaction occurs in the bulk region, electrons and holes migrate to different detector faces after creation due to the external electric field. An interaction that occurs within a few microns of the surface may have both the created electrons and holes drawn to the sensors on the same side.

In practice the electric field is more uniform in the center region than on the edge of the detector. Because of the existence of sidewalls and the intersection points where the sidewalls meet the surfaces, the electric field lines bow. Thus, if an interaction occurs at a large radial position, some of the charge carriers may end up on the sidewall and their information is lost. This group of high-radius events could result in a reduced ionization signal.

If an event interacts with the detector within a few microns on either detector face, it is categorized as a “surface” event. The electric field lines near one face terminate in the grounded phonon sensors on the same face and the electrons and holes of a surface event can
migrate to the sensors on the same face and cause an imbalanced ionization signal collection on both faces. Thus, surface events are a dangerous background type which could lead to a false WIMP discovery. With the interleaved design and the ability to readout charge signals from both sides of the iZIP detector, these surface events can be excluded using the asymmetric feature of ionization signal collection whereby surface events have their charge signals collected on only one detector face and bulk events have their charge signals collected evenly on both faces as illustrated in Fig. 3.4.

During migration, the electrons can be captured and trapped along the way. These trapped electrons then create an internal electric field that opposes the external electric field from the voltage bias. As time goes on, the signal collection degrades (see Fig. 3.5). In order to bring detectors back to a neutralized state, LEDs are used. They are installed on the detector interface boards, or DIBs(see Fig. 3.6), which are placed close to the detector surfaces. These LEDs shine light towards the detector crystals and knock out those trapped electrons. Once the detectors are neutralized, the stability of signal collection is restored.

In the path of migration to the surface, electrons collide with other particles. Thus, their path is not a vertical line from the interaction point to the +2V surface but spreads out with an angle like a cone. These electrons are referred to as oblique electrons. On the other hand, a hole is created due the absence of an electron. Thus, holes are imaginary particles. Their transportation is not affected by collisions with other particles and they will travel to the -2V side in almost vertical lines. In this sense, the radial information of an interaction location is more concentrated when it is provided by the holes.

Since there are two ionization channels on the same side, charge signal crosstalk could exist between channels. The ionization signal in the outer channel can be affected by the ionization signal in the inner channel. This could affect the ionization energy information as well as the radial position information of an interaction.
Figure 3.4: This plot shows the charge signal asymmetry of surface events and how the iZIP detector discriminate between bulk and surface events. The x-axis is the summed charge energy on side 1 and the y-axis is the summed charge energy on side 2. If an event occurs in the bulk region, it would deposit an equal amount of charge energy on both sides, which makes it distribute along the diagonal (blue dots). If an event occurs near the detector surface, it would have asymmetric charge energy deposited on both sides, which makes it distribute along either the x-axis or the y-axis (red dots). The two dashed blue lines are the boundaries for charge symmetry selection. There is a $^{210}$Pb source plate placed above side 1 of this detector, which produces a large amount of surface event on side 1. The 46 keV line comes from the gammas in the $^{210}$Pb decay chain. The two blue dots with bigger black circles are two low yield events that pass the charge symmetry selection, which could be used to derive an upper limit on the surface event rejection power of the iZIP detector [46].
Figure 3.5: These two plots demonstrate the stability of signal collection as a function of time with and without flashing. If the duration of LED light shining is short, e.g. 30 seconds or 1 minute, it is called a mini-flash. The blue dots are from a 12 hour data run with no LED flash performed, while the red dots are from a 9 hour data run with a LED flash once every hour. The data without a LED flash starts to show degradation after three hours. As a comparison, the data with LED mini flashes shows signal stability throughout the whole data collection time. This demonstrates that the LED flash method restores the detectors to their neutral state. The x-axis is the voltage bias time. The y-axis of the top plot is an ionization yield quantity $[ygsumINT]$. The y-axis of the bottom plot is quantity that describes depth measuring quantity $[qzpartOF]$ based on charge signals from both faces.
Figure 3.6: Detector interface boards (DIBs) are attached at the sides of a detector and in charge of transferring ionization and phonon signals collected from the sensors out. LEDs are installed on each DIB in order to flash light into the crystal to bring it back to neutral state.

In SuperCDMS, three iZIP detectors are stacked together to form a tower. Although there is a gap between two iZIP detectors in a tower, the ionization channels of the middle detector can also experience crosstalk with the detectors above and below it. Due to the capacitance between two adjacent detectors, a positive charge signal on one detector’s face may induce a negative charge signal on the other detector’s face. This kind of crosstalk can affect ionization signals from one detector to the other. An estimation of this effect shows that a crosstalk signal of approximately 0.5% is expected between two facing sides [47]. This means that a 2 MeV charge signal on one detector surface could induce a 10 keV negative charge signal on the facing side of its adjacent detector. If an event of 15 keV charge energy occurs in this adjacent detector within a time window of this 2 MeV event, its charge energy estimation would get reduced from 15 keV to 5 keV. As a result, the yield of this 15 keV event becomes one third of its true value. If this is an electron recoil event, it would be misclassified as a nuclear recoil event. Thus, this charge crosstalk can affect the ionization yield estimation of an event and results in an possibility of having this event appear in the WIMP search signal region.
3.1.2. Phonon Signal Collection

When an incident particle interacts with the crystal, it produces either an electron recoil or a nuclear recoil event. When this recoil travels through the crystal, it experiences stopping powers from the surrounding lattice [44]. It gradually releases energy as it passes its way and causes the crystal lattice to vibrate. This vibrational energy will be transmitted via a kind of quasi-particle called a phonon. There are three categories of phonons produced in the SuperCDMS crystal detectors: primary phonons, Neganov-Luke phonons, and recombination phonons.

Primary phonons [48] are produced at the interaction location by the recoiling particle and their emissions are isotropic. They are very energetic, so they interact a lot within a small volume and bounce around due to their small mean free path. They are prevented from propagating to a large distance before downconverting to acoustic phonons via anharmonic decay. Because the acoustic phonons have a mean-free path that is larger than the thickness of the iZIP detector, they could propagate nearly ballistically to the phonon sensors on the detector faces.

Figure 3.7: Primary (prompt) phonons are created at the interaction location and scatter isotropically. In this plot, the oblique electrons migrate to the top face and the holes migrate to the bottom face. Neganov-Luke phonons are generated along the charge drift direction in a cone shape.
Neganov-Luke phonons [49] are produced during the drift of charge carriers in the crystal (see Fig. 3.7). These charge carriers are quickly accelerated to a constant velocity and the work done on them due to the external electric field is balanced by emitting Neganov-Luke phonons. The relation between total phonon energy ($E_{\text{phonon}}$) and the energy of the recoiling particle ($E_{\text{recoil}}$) can be described by the following equation

$$E_{\text{phonon}} = E_{\text{recoil}} + E_{\text{Neganov–Luke}}$$

$$= E_{\text{recoil}} + n_{eh} V_{\text{bias}}$$

$$= E_{\text{recoil}} [1 + \left( \frac{Y(E_{\text{recoil}})}{\epsilon_{eh}} \right) V_{\text{bias}}]$$

(3.1)

where $n_{eh}$ is the number of electron/hole pairs created, $\epsilon_{eh}$ is the average energy needed to create an electron/hole pair in a particular crystal, $V_{\text{bias}}$ is the voltage bias on the detector faces, and $Y(E_{\text{recoil}})$ is the ionization yield of the recoiling particle. In order to keep the momentum conserved, $\epsilon_{eh}$ of a particular crystal is larger than the band gap energy of it.

In the case of a Ge crystal, $\epsilon_{eh}$ is $\sim 3$ eV. With a $+2V/-2V$ voltage bias mode, the calculation of total phonon energy becomes

$$E_{\text{phonon}} = E_{\text{recoil}} [1 + \frac{4}{3} Y(E_{\text{recoil}})]$$

(3.2)

where $Y(E_{\text{recoil}})$ is energy dependent and different for electron recoils and nuclear recoils according to Lindhard theory [44], which is used to predict the fraction of energy that goes into the ionization system when given an input of recoil energy. The model proposed by Lindhard is as follows

$$\epsilon = \frac{k \times g(\epsilon)}{1 + k \times g(\epsilon)}$$

(3.3)

where $\epsilon = 11.5E_r Z^{-7/3}$, $k = 0.133Z^{2/3}A^{-1/2}$, $g(\epsilon) = 3\epsilon^{0.15} + 0.7\epsilon^{0.6} + \epsilon$. The best k-value for Ge is $k = 0.159$. 
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The third category is recombination phonons [50]. When electrons and holes reach the electrodes at the detector surface, they recombine, release the band gap energy, and generate recombination phonons. These recombination phonons are emitted like an approximate point source at the surface. They contribute a small amount of energy in the total phonon energy, so the primary and Neganov-Luke phonons are the two that the SuperCDMS considers most.

![Diagram](image.png)

**Figure 3.8:** This is an illustration on how the phonon information gets collected. When phonons reach an aluminum collector, they get absorbed and then break Cooper pairs in it. These quasiparticles then diffuse till reaching the tungsten quasiparticle trap where they get trapped and their energy get transported to a TES. The TES then transfers this energy to a SQUID to read out.

The iZIP detectors use QETs (Quasiparticle assisted, Electrothermal feedback, Transition edge sensors) to collect and record phonon signal information [50]. As shown in Fig. 3.8, when phonons reach a superconducting aluminum collector, they get absorbed and break Cooper pairs in it. These quasiparticles then diffuse till they reach the tungsten quasiparticle trap, which has a smaller band gap. Once the quasiparticles get trapped, their energy is transported to a TES (Transition Edge Sensor) and heat it up. The TES works at a critical temperature and it is very sensitive to the temperature change. With a change in the temperature by the heat, its resistance changes significantly and causes a change in the current. This current change produces a pulse in the SQUID (Superconducting Quantum Interference Device) and the integral of this pulse is in proportion to the absorbed phonon energy. After this point, the phonon signal is transmitted out to the electronic system.
3.2. Shielding Layers

Although the WIMP signal events are expected and looked for, a variety of background events hit the detectors as well. The environment in which the experiment apparatus resides is a large source of background events. The SuperCDMS Soudan experiment was located in an obsolete mine deep underground. The cavern rock in the mine, the shotcrete painted on the cavern, the material placed on the floor, the equipment outside the experiment room (see Fig. 3.9), were all potential background sources. If they contained a radioactive isotope, a neutron, a gamma, or a beta particle might be emitted from them during a radioactive decay. Any decay product could have a chance to hit a detector and produce a signal. These background events from the surrounding environment might mimic the WIMP signature in a detector, resulting in a false WIMP claim.

Figure 3.9: This is a view of the second floor in the cavern of the Soudan mine where the SuperCDMS experiment was located. The surrounding material could become a source of backgrounds.
In order to protect the detectors from the contamination resulting from the surrounding environment, shielding layers were used near the detectors (see Fig. 3.10). In SuperCDMS, there are two types of background events of most concern: neutrons and gammas.

Figure 3.10: This photo is to show the assembly of shielding layers near the cryogenic region at Soudan site.

Neutrons can come from the radioactive decays of uranium, thorium and their daughter isotopes that exist in the materials nearby, such as the cavern rock, the walls. They can also be generated by the interactions between the high energy muons in the cosmic rays and the materials which make up the shield. When a neutron interacts with one of the nucleons in a detector via an elastic collision, it can produce a signal that is indistinguishable from a WIMP-nucleon elastic collision. Thus, neutrons are the most dangerous background to SuperCDMS. To reduce or eliminate potential neutron backgrounds coming from the surrounding environment, polyethylene layers were selected and used in SuperCDMS Soudan experiment. Polyethylene \( (\text{C}_2\text{H}_4)_n \) is a solid plastic material, which contains low-Z elements such as carbon \( (\text{C}; Z=6) \) and hydrogen \( (\text{H}; Z=1) \). Since neutrons interact readily with low-Z elements, polyethylene is a great material to absorb and reduce incoming neutrons from the environment.
Gammas are another background type of concern to the SuperCDMS experiment. Since most radioactive decays emit gammas, gammas almost exist everywhere. If a gamma particle interacts and deposits energy within a few microns of a detector’s surface, the ionization collection sensors may not be able to collect the produced charges fully. This could result in a suppressed ionization signal and hence a reduced ionization yield. If the ionization yield is sufficiently low, the gamma might be tagged as a WIMP. Copper (Cu; Z=29) and lead (Pb; Z=82) were the materials that SuperCDMS used to attenuate and absorb gammas from outside. Gammas are more likely to interact with high-Z elements. Thus, copper layers and lead layers are two excellent choices for shielding from incoming gammas. In addition, the iZIP detector has demonstrated a great rejection power towards the surface events [46].

The SuperCDMS Soudan experiment had five towers of iZIP detectors in total (see Fig. 6.1). Each tower had three iZIPs and was housed in copper. From the inner most region going outward, there were six copper shielding layers called the mixing chamber can, the cold plate can, the still can, the inner vacuum can, the shield can, and the outer vacuum can. Outside the outer vacuum can, there were four more shielding layers. They were called inner polyethylene, ancient lead, lead, and outer polyethylene layers. The outer polyethylene layer attenuated and blocked neutron background particles from the surrounding environment. The lead layer absorbed gammas from outside. The dimensions of each of the shielding layers is listed in Table 3.1.

Since any shielding material itself could also be a source of contamination, an ancient lead layer was placed inside the lead layer. The half-life of $^{210}\text{Pb}$ is $\sim 22.3$ years. With an age over 100 years, the $^{210}\text{Pb}$ isotopes in the ancient lead nearly have all decayed away. It contributed less contamination towards the experiment parts inside while still attenuating and absorbing gammas from outside.
Figure 3.11: The top plot illustrates the layout of the five iZIP towers in the cryogenic region. The bottom plot illustrates the detector and tower orientations.
Inside the ancient lead layer, there was another layer of polyethylene. Since there is an alpha decay in the $^{210}$Pb decay chain, neutrons could be produced by these alphas via the $(\alpha,n)$ process in the experimental components. In addition to these neutrons, the outer polyethylene layer may not be sufficient enough to absorb environmental neutrons at a 100% efficiency and there are also neutrons produced from the copper cans inside. This extra polyethylene layer between the lead and outermost copper layer provided additional protection against neutron backgrounds.

Outside the outer polyethylene layer, there was a muon veto panel layer. These were individual plastic scintillator panels that enclosed the whole experiment apparatus. These panels were used to tag the muons passing through the experiment region. High energy neutrons can be produced from muon interactions with the surrounding materials. These neutrons may travel through all the shielding layers and interacts with the detectors, which could result in nuclear recoil signals that mimic WIMP signals. The muon veto panels was designed to identify muon-induced neutrons via coincidence tagging. Any nuclear recoil...
event that occurs within a certain time period of an incoming muon would be excluded in
the analysis.

3.3. Data Acquisition and Processing

When an interaction occurs in an iZIP detector, ionization and phonon signals are pro-
duced. In order to reconstruct this event, these signals must be read out and stored for
later data analysis. This process relies on the data acquisition system. Once the raw data is
collected, it is processed into some meaningful physics quantities that analyzers can use to
perform WIMP searches. This process is called data processing.

The data acquisition system was located at the experiment site. It was divided into
two parts: cold hardware, and warm hardware. Cold hardware referred to the part of the
system that resided inside the cryogenic region (icebox) and worked in a low-temperature
environment (∼50 K). The iZIP detectors were also located in this cryogenic region.

Once an interaction occurred in the crystal, ionization signals from $e^-/h^+$ and phonon
signals were collected by the sensors on the top and bottom faces of the iZIP detectors. Two
DIBs were attached to the sides of each detector and each DIB was in charge of transferring
signals out from six channels. On the sides of each iZIP tower, there were side coax boards
installed. They transferred signals gathered by the DIBs to the top of the tower, where the
FETs (Field Effect Transistors) and the SQUIDs were installed. The ionization signals were
amplified by the FETs and phonon signals were amplified by the SQUIDs before they were
transferred out of the cryogenic region to the room-temperature region.

The inside of the icebox and the room-temperature electronic systems were connected
by the striplines (see Fig. 3.12). The cold end of a stripline connected to a SQUET and its
warm end connected to the electronic box (E-box) through the electronics stem (E-stem).
Once the signals reached the E-box, they had left the cold hardware part and entered the warm hardware part.

Figure 3.12: The cold end of a stripline connects to a SQUET and the warm end of it connects to the E-box. It transfers the collected signals from the cryogenic region to the room-temperature electronic system.

The warm electronic system decided which events would be recorded by the data acquisition system. Trigger thresholds for the ionization and phonon signals were set by the RTF (Receiver/Trigger/Filter) boards, and usually they were set independently for each detector. If there was a signal higher than the threshold set for a particular channel, a trigger was issued and all the signal information from this event were read out and stored. These events were recorded and stored as raw data on hard drives on computers located in the Soudan Laboratory. Here they were prepared to be transferred from underground to the computers located in a building on the surface. Raw data from the surface computers was then transferred to Fermilab (Fermi National Accelerator Laboratory) for further data processing.

Raw data was processed into quantities known as "RQs" and "RRQs" with a software package known as cdmsbats, which included BatRoot to generate RQs (see Table 3.2) and BatCalib to generate RRQs (see Table 3.3). RQs stands for “Reduced Quantities”, which were derived by a quick first-run “reduction” on some of the event information, such as event
time since the start of the run, trigger information, pulse amplitudes. Some of the RQs were further refined to Rational Reduced Quantities (RRQs) to better reflect the physics properties of an event such as energy, timing information.

<table>
<thead>
<tr>
<th>RQs</th>
<th>Information Provided</th>
</tr>
</thead>
<tbody>
<tr>
<td>SeriesNumber</td>
<td>The date and time when a particular data series was taken</td>
</tr>
<tr>
<td>EventNumber</td>
<td>The order number of a particular event in a data series</td>
</tr>
<tr>
<td>LiveTime</td>
<td>How long the DAQ waits for this particular event</td>
</tr>
<tr>
<td>P[ch]WKr[n]</td>
<td>Rise time to reach n% of the pulse height</td>
</tr>
<tr>
<td>P[ch]WKf[n]</td>
<td>Fall time to reach n% of the pulse height</td>
</tr>
<tr>
<td>PTNFchisq</td>
<td>$\chi^2$ value for phonon energy from non-stationary optimal filter</td>
</tr>
<tr>
<td>QS[1/2]OFchisq</td>
<td>$\chi^2$ value for side 1/2 charge energy from optimal filter</td>
</tr>
</tbody>
</table>

Table 3.2: List of selected RQs. T[1-5] refers to tower 1 through 5. [16-25] refers to information of 10 triggers. [20] refers to the global trigger. [16-19] refers to the four triggers before the global trigger. [21-25] refers to the five triggers after the global trigger. [ch] = AS1, BS1, CS1, DS1, AS2, BS2, CS2, DS2, or T, S1, S2 (see Fig. 3.2). [n] refers to the relative height of a pulse, which can be 10, 20, 40, 50, 70, 80, 100. S[1/2] refers to side 1 or side 2.
<table>
<thead>
<tr>
<th>RRQs</th>
<th>Information Provided</th>
</tr>
</thead>
<tbody>
<tr>
<td>q[i/o][1/2]OF</td>
<td>Inner/Outer charge energy on side 1 or 2</td>
</tr>
<tr>
<td>qsum[1/2]OF</td>
<td>Summed charge energy on side 1 or 2</td>
</tr>
<tr>
<td>qsummaxOF</td>
<td>Maximum of qsum1OF and qsum2OF</td>
</tr>
<tr>
<td>ptNF</td>
<td>Total phonon energy from non-stationary optimal filter</td>
</tr>
<tr>
<td>plukeqOF</td>
<td>Luke phonon energy estimated from charge signal</td>
</tr>
<tr>
<td>precoiltNF</td>
<td>Non-Luke phonon energy</td>
</tr>
<tr>
<td>ytNF</td>
<td>qsummaxOF/precoiltNF</td>
</tr>
<tr>
<td>qzpartOF</td>
<td>(qsum1OF-qsum2OF)/(qsum1OF+qsum2OF)</td>
</tr>
<tr>
<td>pt[1/2]OF</td>
<td>Summed phonon energy on side 1 or 2</td>
</tr>
<tr>
<td>pzpartOF</td>
<td>(pt1OF-pt2OF)/(pt1OF+pt2OF)</td>
</tr>
<tr>
<td>pzdelWK</td>
<td>Phonon signal time delay between two sides</td>
</tr>
</tbody>
</table>

Table 3.3: List of selected RRQs. [i/o] refers to inner or outer channel. [1/2] refers to side 1 or side 2.
Chapter 4

Backgrounds

When a type of background event has the ability to fall into the WIMP signal region, it cannot be ignored by the experiment. How to reduce backgrounds and discriminate signals from backgrounds is a life-long topic in the rare event search field. Since WIMP-nucleon interactions rarely occur in a direct dark matter search experiment, it becomes especially crucial to better understand the backgrounds.

For SuperCDMS, backgrounds of concern include neutrons ($n$), gammas ($\gamma$), betas ($\beta^-$) and $^{206}$Pb nuclear recoils. These backgrounds can come from a variety of contamination sources. Shielding layers were constructed to reduce and block background particles coming from the surrounding environment and cosmic rays. Unfortunately, the materials used to build the shielding layers also had a possibility to become a new source of contamination to the detectors that they enclosed. Although the SuperCDMS experiment used radiopure materials, some radioactive isotopes, such as uranium ($^{238}$U, $^{235}$U) and thorium ($^{232}$Th), existed naturally and could not be avoid. In addition to the analysis technique, computer simulations were also performed to understand and characterize these backgrounds.

4.1. Gammas

Gamma particles ($\gamma$) are one category of background particles relevant to the SuperCDMS experiment. The gamma particles detected in the iZIP detectors are mainly generated and emitted via two physical processes. The first process is radioactive decays that result from uranium, or thorium, or potassium decays. Since the daughter isotope in a radioactive decay is not necessarily in its ground state, an alpha or beta particle usually accompanies gamma particle emission. The second process is the cosmogenic activation of the Ge nucleus. When
a cosmic ray particle interacts with a Ge nucleus, this Ge nucleus could become excited and emit a gamma when it drops back down to its ground state.

The ionization yield, which is defined as the ionization energy deposition of an event divided by the phonon energy deposition, is an important quantity in the discrimination between electron recoils and nuclear recoils. According to the Lindhard theory [44], the ionization yield by an electron recoil is about one third as that by a nuclear recoil event. Thus, for an electron recoil event with charge energy fully collected, it would be easy to discriminate it from a nuclear recoil event.

Unfortunately, since the iZIP detector has a finite volume, there is a geometrical effect on the ionization signal collection. The electric field is strongly distorted near the electrodes. If an event occurs close to it, both the electrons and holes can migrate to the sensors on the same side, which creates imbalanced charge signals on the two sides. In addition, the surface coverage of a sensor is limited, if the energy deposited near the sensor is too high, it can get saturated and some charge energy information is lost. This ionization signal loss can end up in an reduced ionization yield. If this ionization signal loss is large enough, the yield for such an event could be so low that the event is misclassified as a nuclear recoil.

Figure 4.1 show an electron recoil event distribution from $^{133}$Ba calibration data in detector iT4Z2. The bulk electron recoils have a yield calibrated to be one. The surface events possess reduced yield values which make their yields have the potential to spread from one down to zero. In this detector, two surface electron recoil events leak into the WIMP signal region and mimic two nuclear recoil events. Without a charge energy symmetry cut (see Fig. 3.4), these two events might cause a false WIMP discovery claim. With the unique design of the iZIP detector, a charge symmetry cut was developed to efficiently reject surface electron recoil events. An upper limit electron recoil leakage level in the 8-115 keV WIMP signal region is at the order of $1.7 \times 10^{-5}$ at 90% confidence level [46].
Figure 4.1: This plot illustrates the gamma background distribution from $^{133}$Ba calibration data in the phonon recoil energy and ionization yield plane for detector iT4Z2 (1111). Surface electron recoils (blue dots) have yield values less than 1 and spread out from the bulk electron recoil band (green dots) towards low yield region. Among 609776 electron recoil events passing the data quality cuts, two events (red dots) fall into the $2\sigma$ nuclear recoil band WIMP search region.

Another background produced by gamma interactions are the gamma-induced electrons, known as ejectrons. These are the electrons knocked out from a volume by gammas. The ejectrons in the detectors are considered coming from two sources: detector surface or non-detector surface such as housing or the copper cans.

In the first case, a gamma particle hits one detector surface, and an ejectron is knocked out from that surface. This ejectron ends up hitting the surface of a nearby detector. This ejectron event leaves signals in multiple detectors: a gamma signal in one, and an ejectron signal on another. This group of ejectrons is easy to identify using a coincidence check.
In the second case, a gamma particle hits a non-detector surface, such as a copper can, and knocks out an ejectron. When this ejectron interacts a detector there is not a gamma interaction in a neighboring detector that can be used for a coincidence check. Since ejectrons do not penetrate deep into crystals, they leave signals as surface electron recoils in the detectors. This group of ejectrons can leave a single signal with reduced ionization energy and ionization yield, which can increase the chance for this type of event to leak into the WIMP signal region and contribute a fake WIMP signal.

4.2. Alphas, Betas and $^{206}$Pb

$^{210}$Pb is a daughter product of $^{222}$Rn, which is ubiquitous. When fabricating detectors or constructing the experiment, $^{222}$Rn or its daughters attach to any material surface exposed to air. $^{222}$Rn goes through a series of quick decays to $^{210}$Pb. $^{210}$Pb is of particular interest because it has a half-life of 22.3 years, much longer than the lifespan of the SuperCDMS experiment. $^{210}$Pb goes to $^{210}$Bi through a beta decay. Then, $^{210}$Bi, which has a half-life of 5.3 days, goes to $^{210}$Po through a beta decay. Finally, $^{210}$Po, which has a half-life of 138 days, goes to $^{206}$Pb through an alpha decay. This decay chain ends in $^{206}$Pb since it is a stable isotope (see Fig. 4.2).

Figure 4.2: $^{210}$Pb undergoes two beta decays to reach $^{210}$Po, then decays to the stable $^{206}$Pb with the emission of a 5.3 MeV alpha particle.
If the beta particles released during this decay process interact in a detector, they leave surface event signals which can have sufficient ionization collection inefficiency to produce a ionization yield that mimics the dark matter signal in the SuperCDMS detectors. The alpha particle emitted during the decay may also generate a neutron particle through the \((\alpha, n)\) process. If this neutron interacts in a detector, it would produce a nuclear recoil signal in that detector that is indistinguishable from a WIMP signal. In addition to these potential backgrounds, the \(^{206}\text{Pb}\) recoiling nucleus itself is a nuclear recoil with suppressed ionization yield. All three of these decay products are background sources that need consideration when analyzing SuperCDMS data.

In order to better understand the surface event background, two \(^{210}\text{Pb}\) source plates were deployed in tower 3, in which the detectors placed from top to bottom were iT3Z1, iT3Z2 and iT3Z3. One \(^{210}\text{Pb}\) source plate was above the top face of iT3Z1 and the other was below the bottom face of iT3Z3. These two source plates provided a substantial amount of surface events so an upper limit of the low yield electron recoil rejection capability can be estimated, which is at the order of \(1.7 \times 10^{-5}\) at 90% confidence level in the 8-115 keV WIMP signal region [46].

4.2.1. Identifying Alpha Particles

During the last process in the \(^{210}\text{Pb}\) decay chain, \(^{210}\text{Po}\) decays to \(^{206}\text{Pb}\) through an alpha decay. The \(^{206}\text{Pb}\) recoiling nucleus, which can contribute a nuclear recoil signal in the detector, is emitted back to back with an alpha particle. In order to have an estimation of the \(^{206}\text{Pb}\) background rate, a study on the alpha particles was performed.

Assuming the \(^{206}\text{Pb}\) emission is isotropic, the number of alpha particles that hit on the detectors should be in equal amount to that of \(^{206}\text{Pb}\). These alphas have a signature kinetic energy of 5.3 MeV, which makes them easy to identify from other background types. In addition, the portion of energy deposited as ionization by alpha particles is not as high as
Figure 4.3: This illustrates the surface electron recoil rejection capability of the iZIP detector. This detector is iT3Z1, which has a $^{210}$Pb source plate above its side 1. Although the surface events (red dots) can have yield values down to the WIMP signal region, nearly 100% of them get excluded by the charge symmetry selection. Of the electron recoils that pass the charge symmetry selection (blue dots), two of them possess low yield values which are close to the yield of nuclear recoils that pass the the charge symmetry selection (green dots). The study with the two source plates demonstrates that an upper limit of the surface electron recoil rejection power of the iZIP detector is at the order of $10^{-5}$ [46].
gamma particles. These two features of alpha particles are reflected in a charge energy vs phonon energy plane (see Fig. 4.4). A vertical cut on the phonon energy and a linear cut with a slope that follows the gammas works well on separating the alpha particle candidates out in the lower right region, where the events deposit high phonon energy but low ionization energy.

Figure 4.4: The total ionization energy versus the total phonon energy for WIMP search data taken with SuperCDMS. Alpha particles (pluses) have a signature 5.3 MeV kinetic energy. This is much higher than the energies of most gamma particles (orange and green dots), which makes it easy to identify. Of greatest interest to the analysis are alpha particles in the inner fiducial volume (red and blue pluses). Alpha particles with their energy deposited in the guard channel or with energy shared between the guard and inner channels (pink and cyan stars) are not considered in this analysis.

The alpha particles in the fiducial volume region are those the experiment is interested in. In order to select the alpha particles in the inner charge region, a cut that selected events with high charge energy in the inner channel was developed. The inner charge energy dimension was divided into several energy bins and the distribution of events in each bin...
was fit with a Gaussian in the outer charge energy dimension. A mean value and a standard deviation were calculated from each bin. Due to the decrease in statistics as inner charge energy increased, the energy bin sizes were larger in the high energy region (see Fig. 4.5).

Upper and lower $3\sigma$ bounds were calculated in each bin. A linear or a second order polynomial fit was performed to define acceptance boundaries. For the alpha particles that occurred in the inner fiducial region, the inner and total alpha background rates were calculated for the best performing detectors and is summarized in Table 4.1. The average inner alpha rate was found to be $0.0022 \text{ counts} \cdot \text{cm}^{-2} \cdot \text{day}^{-1}$ and the total alpha particle rate was found to be $0.028 \text{ counts} \cdot \text{cm}^{-2} \cdot \text{day}^{-1}$. Comparisons of both inner and total alpha background rates with earlier runs are shown in Fig. 4.6. Although a different type of detector was used in SuperCDMS Soudan, the alpha background rates were found consistent with measurements from CDMS II.

<table>
<thead>
<tr>
<th>Detector</th>
<th>Livetime [Days]</th>
<th>Inner α</th>
<th>Rate [cm$^{-2} \cdot$ day$^{-1}$]</th>
<th>Total α</th>
<th>Rate [cm$^{-2} \cdot$ day$^{-1}$]</th>
</tr>
</thead>
<tbody>
<tr>
<td>iT1Z1</td>
<td>33.579</td>
<td>4</td>
<td>0.0018</td>
<td>179</td>
<td>0.036</td>
</tr>
<tr>
<td>iT2Z1</td>
<td>37.587</td>
<td>9</td>
<td>0.0036</td>
<td>174</td>
<td>0.031</td>
</tr>
<tr>
<td>iT2Z2</td>
<td>33.431</td>
<td>4</td>
<td>0.0018</td>
<td>96</td>
<td>0.019</td>
</tr>
<tr>
<td>iT2Z3</td>
<td>29.875</td>
<td>5</td>
<td>0.0025</td>
<td>119</td>
<td>0.027</td>
</tr>
<tr>
<td>iT4Z1</td>
<td>4.323</td>
<td>0</td>
<td>0</td>
<td>26</td>
<td>0.040</td>
</tr>
<tr>
<td>iT4Z3</td>
<td>37.586</td>
<td>5</td>
<td>0.0020</td>
<td>146</td>
<td>0.026</td>
</tr>
<tr>
<td>iT5Z2</td>
<td>36.078</td>
<td>3</td>
<td>0.0013</td>
<td>144</td>
<td>0.027</td>
</tr>
<tr>
<td><strong>Average</strong></td>
<td><strong>30.351</strong></td>
<td><strong>4.29</strong></td>
<td><strong>0.0022</strong></td>
<td><strong>68</strong></td>
<td><strong>0.028</strong></td>
</tr>
</tbody>
</table>

Table 4.1: Listed are the inner and total alpha background rates for the seven best performing detectors.
Figure 4.5: The top plot shows a Gaussian fit in the outer charge energy dimension within an inner charge energy bin on the bottom face of detector iT2Z2. From this fit, a mean value and a standard deviation can be calculated. In the bottom plot, linear fits are used for all three data points: mean values, $3\sigma$ upper bound, and $3\sigma$ lower bound.
Figure 4.6: The inner alpha background rates (top) and total alpha background rates (bottom) in the iZIP detectors (red dots) compared to the alpha background rate measurements from runs taken with CDMS II (black, green, and magenta dots). Both results show consistent rates with the past measurements. The error bar is in ±1σ.
4.3. Neutrons

When SuperCDMS searches for WIMPs in its data, it looks for the signal of nuclear recoil events produced by WIMPs via elastic collision in the detector. When a neutron interacts with a detector, it also collides with a nucleon elastically and produces a nuclear recoil event. This signal is identical to that which a WIMP produces and could be misclassified in an analysis as a WIMP. This makes neutrons the most dangerous type of backgrounds since they could lead to a false WIMP discovery.

Neutrons can be produced in various ways. In general, the sources of the neutron background can be classified into two categories: radioactive sources, and cosmic rays. An understanding of the neutron background is necessary in order to design specific experimental parts to capture, reduce, and block neutrons. Theory, simulation and calibration are used in SuperCDMS to understand the behaviors of neutron background.

4.3.1. Cosmogenic Neutrons

Cosmic rays are constantly bombarding the Earth. These high energy particles can interact with terrestrial materials and produce secondary products that include muons and neutrons. Muons ($\mu^-$) mostly interact with other particles through four types of interactions: muon-capture, muon-spallation, photo- and lepto- production, and hadro-production. Photo- and lepto- production mainly happens in electromagnetic cascades [51]. Hadro-production mainly happens in hadronic cascades. The first two types of interactions are the main sources for cosmogenic neutrons. When a muon travels through material and is captured by an isotope, this isotope goes to an excited state and then emits one or more neutrons to reach back to its ground state. This process is called muon-capture. If the energy of a muon is high enough, it could hit a nucleus, split it, and cause a nuclear disintegration. Neutrons could be released during this process called muon-spallation.
Figure 4.7: To reduce the effect on the experiment from the potential cosmogenic neutrons produced by the muons in the cosmic rays faking a dark matter interaction, the SuperCDMS Soudan experiment was located deep underground. Compared to SuperCDMS Soudan, the future SuperCDMS SNOLAB will experience a smaller muon flux by a factor of $10^3$ [25].

Muon capture: $\mu + \frac{b}{a} X \rightarrow X^* \rightarrow \frac{b-1}{a} X + n$

Muon spallation: $\mu + X \rightarrow n + A + \cdots$

When muons interact with cavern rock or experimental components, the muon-induced neutrons can have energies up to GeV scale. These fast high-energy neutrons could easily penetrate through shielding layers and interact in the detectors. In order to avoid muon-induced neutrons, the SuperCDMS Soudan experiment was sited ~2000 mwe deep underground, and the future SuperCDMS SNOLAB experiment is sited ~6000 mwe below the surface (see Fig. 4.7).
Although the experiment was located deep underground, SuperCDMS still used a number of plastic scintillation veto panels to monitor muons. The muon interaction signals from these panels allowed coincident tagging to identify muon-induced neutrons. Since these panels were on all faces, if a muon traveled through the experiment setup, it was expected to leave a signal in at least one scintillation panel. If there was a neutron interacted in a detector within a few microseconds of this scintillation signal, this neutron might be induced by this passing muon. Using such a coincidence check, these muon-induced neutrons were removed from the final data analysis.

4.3.2. Radiogenic Neutrons

Radioactive isotopes can generate neutrons through radioactive decays, either by emitting neutrons directly via spontaneous fission, or producing neutrons via the \((\alpha, n)\) process with the surrounding material. Uranium, \(^{238}\text{U}\) and \(^{235}\text{U}\), and thorium, \(^{232}\text{Th}\), are the most common elements which could generate radiogenic neutrons. These radioactive isotopes exist in all materials used in the construction of SuperCDMS Soudan. The half-lives of \(^{238}\text{U}\), \(^{235}\text{U}\) and \(^{232}\text{Th}\) isotopes are of order of \(10^9\) to \(10^{10}\) years. Even now, they still exist in a certain amount of abundance that cannot be ignored. In addition, many decay products within these decay chains have very long half-lives, which are either longer or comparable to the life span of the SuperCDMS experiment. Thus, the effect of the neutron background contribution from these radioactive decay chains exist through the entire operation of the experiment.

When a radioactive isotope goes through an alpha decay, the emitted alpha particle could interact with the materials nearby to generate a neutron. This \((\alpha, n)\) process can be described as

\[
\alpha + X \rightarrow Y + n
\]

Many elements that exist in common materials include isotopes that could interact with alpha particle and generate a neutron, such as copper \((^{63}_{29}\text{Cu}, ^{65}_{29}\text{Cu})\), iron \((^{54}_{26}\text{Fe}, ^{56}_{26}\text{Fe}, ^{57}_{26}\text{Fe}, ^{58}_{26}\text{Fe})\), aluminum \((^{27}_{13}\text{Al})\), etc. When these materials are used to build experiment parts that
are close to the sensitive detector region, it potentially increases the danger of a neutron background in the experiment. This is why radiopure materials with less contamination from uranium and thorium are in need near the detector region.

Spontaneous fission of heavy isotopes is another way to generate radiogenic neutrons. An isotope with high atomic number, such as $^{238}\text{U}$, $^{235}\text{U}$ and $^{232}\text{Th}$, is unstable given that the maximum nuclear binding energy of elements is around an atomic number of 58. These isotopes spontaneously break down into two or more smaller nuclides with the release of neutrons. Compared to the $(\alpha, n)$ process, the relative ratio of radiogenic neutrons generated via spontaneous fission is small. Thus, when designing the SuperCDMS SNOLAB experiment or analyzing data from SuperCDMS Soudan, an estimation of radiogenic neutron background level is critical.

Radiogenic neutrons from the surrounding environment, such as cavern rock, laboratory walls, equipment and tools nearby, can be reduced by the use of passive shielding. Materials containing low-Z elements, such as polyethylene and water, are efficient at moderating neutrons and are used to shield against these backgrounds. Radiogenic neutrons from the experimental components can become a limiting factor to the sensitivity of the experiment. Thus, radiopure materials are needed in the direct dark matter search field to minimize radiogenic neutrons resulting from decays of uranium and thorium in the construction materials.
Chapter 5
Simulations for SuperCDMS SNOLAB

The next generation of the SuperCDMS experiment will include not only an upgrade of the detector payload, but also a new experimental apparatus including new shielding. This new experiment will be located in SNOLAB, Sudbury, Canada. As the experimental plans evolve, simulation efforts are needed to study the new features such as a proposal to use an active neutron veto shielding layer. Simulations are also needed to estimate the nuclear recoil (NR) and electron recoil (ER) background levels in detectors from a brand new experimental setup. This chapter starts by introducing the SuperCDMS simulation package, SuperSim, and then discusses the NR and ER rates in the originally proposed 25 tower configuration with a mixture of Ge and Si detectors. The chapter closes with studies of an active neutron veto layer and a demonstration of its feasibility for the SuperCDMS SNOLAB experiment.

5.1. Simulation with SuperSim

SuperSim [52] is a simulation package specifically developed for use in the SuperCDMS experiments. It is written in the C++ language and it is based on GEANT4 [53]. The SuperSim package provides analyzers with predefined materials, geometries, source particle generators and physics processes for the investigation of potential backgrounds under a variety of situations.

Although SuperCDMS uses multiple shielding layers to reduce backgrounds, no shielding material itself is absolutely pure from containing radioactive sources and some level of contamination needs to be considered in these shielding layers. When running simulations with SuperSim, the user can select a specific geometry and contaminants for the various experimental components. Both text and ROOT formats are available for the simulation output.
files. SuperSim is a very powerful and fast growing simulation package that is continuously updated with new materials, geometries and experiment components.

5.1.1. Geometry

At the time of these studies, the official geometry for the SuperCDMS Soudan experiment included five towers of Ge detectors with three detectors in one tower, copper housing for each tower, shielding layers (from outside to inside they are outer polyethylene, aluminum, lead, inner polyethylene, MuMetal, six copper layers, and a cryogenic stem (C-stem) and an electronics stem (E-stem) to connect the inside of icebox to the outside environment). SuperSim automatically configures the materials used, detector tower pattern and orientation, the shielding layers and their dimensions.

SuperSim is also used by the SuperCDMS SNOLAB experiment to investigate the impact of various geometry designs for the shielding. Using the code, analyzers are able to vary both the number of shielding layers and the dimensions of those layers. Detector tower geometries from various designs are also predefined and assigned aliases. These designs differ from each other in the materials used and dimensions of the detectors, the layout patterns and orientations of the towers, etc. In addition, new materials are continuously introduced in SuperSim to study more variations.

5.1.2. Neutron Emission Spectra from SOURCES4 Calculation

In order to study how the contaminations in different experiment components affect the background rates in the detectors, sources of contaminants need to be added in these components in the simulation. Neutron emission spectra are generated using the SOURCES4 software for both uranium and thorium contamination. Since the half-lives of $^{238}\text{U}$, $^{235}\text{U}$, and $^{232}\text{Th}$ are greater than $10^9$ years and the half-lives of their daughter isotopes are significantly shorter compared to them, these three decay chains are assumed to be in a secular equilibrium state.
In order to perform a computer simulation on the neutron background, a neutron emission spectrum is needed as an input for the simulation. Neutron emission spectra depend on the process and material in which the neutron is generated. There are several software packages that calculate neutron emission spectrum in different materials from different contamination sources. The SOURCES4 package [54] is the code used by the SuperCDMS collaboration. This package can do calculations from the following neutron sources: a homogeneous mixture, a beam, a two-region interface, and a three-region interface. The homogeneous mixture configuration is used by SuperCDMS when generating neutron emission spectra for simulation studies.

Uranium and thorium are the two neutron background sources considered in simulation. Since the half-lives of $^{238}$U, $^{235}$U, and $^{232}$Th are greater than $10^9$ years, their decay chains are assumed to be in a secular equilibrium state. When a material is specified, neutron emission spectra are generated for each contamination source. The following example shows the neutron emission spectra that I generated using SOURCES-4A for uranium and thorium contaminations in the brass screws used in SuperCDMS experiment. The type of brass is C3604, and its composition is shown in Table 5.1.

![Figure 5.1: Mass fractions of different components in brass of C3604 type [55].](image)

The fractions used are 57.4% for copper, 3.0% for lead, 3.0% for iron, 0.3% for tin, and 39.0% for zinc. The density of C3604 brass is 8.0 g/cm$^3$. Assuming uranium and thorium chains are in secular equilibrium and contamination level is 1 ppb, the neutron emission
spectra for the brass screws from uranium and thorium contaminations is generated via SOURCES-4A. These spectra are illustrated in Fig. 5.2 and Fig. 5.3.

Figure 5.2: Neutron emission spectra from a concentration of 1 ppb uranium concentration in C3604 brass.

For 1 ppb natural uranium contamination in the brass screws, $1.155 \times 10^{-10}$ neutrons would be produced per second per cubic centimeter. Of which, $1.835 \times 10^{-12}$ neutrons are contributed from the $(\alpha, n)$ process and $1.136 \times 10^{-10}$ neutrons are from the spontaneous fission. For 1 ppb thorium contamination in the brass screws, $7.660 \times 10^{-12}$ neutrons would be produced per second per cubic centimeter. Of which, $7.659 \times 10^{-12}$ neutrons are contributed from the $(\alpha, n)$ process and $1.313 \times 10^{-15}$ neutrons are from the spontaneous fission.

Once a contamination level is determined, e.g. $x$ ppb for uranium, the expected neutron yield from brass screws is found by multiplying $1.155 \times 10^{-10}$ with $x$. If the operation time and the total volume of brass screws are known, an expected number of neutrons contributed from brass screws can be estimated. Additional neutron spectra which I calculated can be found in Appendix A.
5.1.3. Output

After the experiment geometry is set and background sources are contaminated, simulations are run through the SuperSim framework. Simulation output is stored in both text and ROOT formats. By default, track information including the kinetic energy, energy loss, position, timing, momentum and particle type are recorded for volumes such as the detectors which are considered sensitive. These information is illustrated in Fig. 5.4.

Several additional features are available included a flux counter for the various types of backgrounds, for example an ejectron counter. When the flux counter is turned on for a volume, it will record the entry and exit information of all the particles within this volume. By setting this option, it is possible to estimate the fraction of particles that are absorbed by a particular volume. For example, the ejectron counter records the production information of the ejectrons hitting the detectors. By storing this information, it is possible to identify the experimental component where an ejectron is generated. This is particularly useful for identifying single ejectrons versus multiple ejectrons.
5.2. SuperCDMS SNOLAB Background Estimations

The current baseline design for the SuperCDMS SNOLAB experiment consists of four towers with a mixture of both Ge and Si detectors, where two towers will operate in high-voltage mode and the other two towers in normal bias.

The simulations that I performed were of a previously proposed larger payload. The payload was a mixture of both germanium (Ge) and silicon (Si) detectors as illustrated in Fig. 5.6. Simulations estimating the level of neutron and gamma backgrounds were performed with a detector configuration of 25 towers. The outside 15 towers were all Ge iZIP detectors. The center tower consisted of four Ge and two Si detectors operated in high-voltage mode to be sensitive to the lowest mass WIMPs. The nine towers in between were proposed to be of mixed types with two Ge and four Si detectors in each tower. Each Ge detector had a mass of 1.39 kg and each Si detector had a mass of 0.608 kg for a total detector payload of 178.8 kg.
The towers were to be shielded by multiple layers (see Fig. 5.5) designed and arranged in a way to maximize their ability to block and reduce the backgrounds from outside while minimizing new backgrounds from the construction materials. Several materials had been selected for the shielding layers. The density and mass information of each layer is listed in Table 5.1.

A simulation study was performed to understand and estimate the background level in the detectors with this geometry design. In order to account for all the dominant neutron and gamma sources from the experimental setup, all layers were contaminated with radioactive sources in the simulation. For neutron sources, uranium and thorium decay chains were included. For gamma sources, in addition to uranium and thorium decay chains, $^{40}$K isotope was also considered. The radioactivities for these three contaminants in different layers are listed in Table 5.2.
Figure 5.6: The top plot is a cross section view of the experiment geometry in the simulation. The detector towers (brown circles) are in the center surrounded by space for a potential upgrade (purple). Surrounding the detector volume are the copper cans (red), the active neutron veto layer (grey), the lead layer (black), and the polyethylene layer (dark green). The bottom plot provides a more detailed view of the tower arrangement and composition assumed for this geometry.
<table>
<thead>
<tr>
<th>Layer</th>
<th>Material</th>
<th>Density [g/cm³]</th>
<th>Mass [kg]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tower Housing</td>
<td>Cu</td>
<td>8.96</td>
<td>425.36</td>
</tr>
<tr>
<td>Mixing Chamber</td>
<td>Cu</td>
<td>8.96</td>
<td>231.14</td>
</tr>
<tr>
<td>Cold Pot</td>
<td>Cu</td>
<td>8.96</td>
<td>376.49</td>
</tr>
<tr>
<td>Still</td>
<td>Cu</td>
<td>8.96</td>
<td>459.06</td>
</tr>
<tr>
<td>Inner Vacuum</td>
<td>Cu</td>
<td>8.96</td>
<td>635.73</td>
</tr>
<tr>
<td>Shield Vacuum</td>
<td>Cu</td>
<td>8.96</td>
<td>820.40</td>
</tr>
<tr>
<td>Outer Vacuum</td>
<td>Cu</td>
<td>8.96</td>
<td>2316.88</td>
</tr>
<tr>
<td>Inner Tank</td>
<td>Acrylic</td>
<td>1.18</td>
<td>242.25</td>
</tr>
<tr>
<td>Scintillator</td>
<td>3% B-LAB</td>
<td>0.881</td>
<td>8059.67</td>
</tr>
<tr>
<td>Outer Tank</td>
<td>Acrylic</td>
<td>1.18</td>
<td>4992.48</td>
</tr>
<tr>
<td>Lead</td>
<td>lead</td>
<td>11.35</td>
<td>108399.5</td>
</tr>
<tr>
<td>Polyethylene</td>
<td>Poly</td>
<td>0.94</td>
<td>42091.6</td>
</tr>
</tbody>
</table>

Table 5.1: The material and mass of the shielding layers in Fig. 5.6.

<table>
<thead>
<tr>
<th>Layer Material</th>
<th>Uranium</th>
<th>Thorium</th>
<th>$^{40}$K [mBq/kg]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cu</td>
<td>0.07</td>
<td>0.02</td>
<td>0.04</td>
</tr>
<tr>
<td>Acrylic</td>
<td>0.03</td>
<td>0.02</td>
<td>0.1</td>
</tr>
<tr>
<td>3% B-LAB</td>
<td>1.2E-4</td>
<td>4.1E-5</td>
<td>2.65E-2</td>
</tr>
<tr>
<td>Lead</td>
<td>0.66</td>
<td>0.5</td>
<td>7.0</td>
</tr>
<tr>
<td>Polyethylene</td>
<td>0.03</td>
<td>0.02</td>
<td>0.1</td>
</tr>
</tbody>
</table>

Table 5.2: The radioactive level of each contaminant in each material.
In this simulation, one million primary particles were simulated for each contaminant in each layer. The contaminants were assumed to be uniformly distributed in the bulk region of the layers. The single-scatter nuclear recoil and electron recoil events in the detectors (see Fig. 5.7) were selected with the following rules.

- **Nuclear Recoil Event**
  - Energy Range: \([E_{\text{min}}, E_{\text{max}}]\) keV
  - \(E_{\text{ER}}/E_{\text{NR}}\) : < 0.05
  - Energy Collection Time Window: 10 \(\mu\)s
  - Single Scatter: No energy deposition larger than 2 keV in any other detector

- **Electron Recoil Event**
  - Energy Range: \([E_{\text{min}}, E_{\text{max}}]\) keV
  - Energy Collection Time Window: 10 \(\mu\)s
  - Single Scatter: No energy deposition larger than 2 keV in any other detector

This study investigated two energy ranges of interest: \([2,10]\) keV and \([10,100]\) keV. After the simulations were complete, nuclear recoil and electron recoil events were counted in each detector as well as their single scatter components. To achieve the estimated rates, conversion factors in unit of exposure \([\text{kg}^{-1} \cdot \text{year}^{-1}]\) are needed and they were calculated in the following ways.

**Nuclear Recoil Conversion Factor** 
\[ F_{\text{conv}}[\text{kg}^{-1} \cdot \text{year}^{-1}] = \]
\[
\frac{nYield[n/s/cm^3/ppb] \cdot A[Bq/kg] \cdot Conv[ppb \rightarrow Bq/kg] \cdot Conv[sec \rightarrow year] \cdot V_{\text{layer}}[cm^3]}{N_{\text{prim}} \cdot M_{\text{det}}[kg]} \]  
(5.1)

**Electron Recoil Conversion Factor** 
\[ F_{\text{conv}}[\text{kg}^{-1} \cdot \text{year}^{-1}] = \]
\[
\frac{gYield[\gamma/\text{decay}] \cdot A[Bq/kg] \cdot Conv[sec \rightarrow year] \cdot M_{\text{layer}}[kg]}{N_{\text{prim}} \cdot M_{\text{det}}[kg]} \]  
(5.2)
Figure 5.7: In reality, a single scattering neutron should only interact once in a detector. But in data collection, a neutron interacts multiple times within the same detector is not able to be separated from a real single scattering neutron. Thus, these two groups are both parts of single scattering neutrons (Singles) in the data analysis. Neutrons leave signals in more than one detector are referred to as multiple scattering neutrons (Multiples) in the data analysis.
where $A$ is activity of the contaminant, $V_{\text{layer}}$ is the volume of a specific layer, $N_{\text{prim}}$ is the number of primaries simulated, $M_{\text{det}}$ is the total target mass of a detector type, $M_{\text{layer}}$ is the mass of a specific layer.

These conversion factors are dependent on the layer material, geometry, contaminant type, contamination level and background particle type. They were used to convert the single-scatter nuclear recoil (NR) and electron recoil (ER) event counts in each layer from each contaminant to event rates. These rates were then co-added together to get the total estimated NR and ER event rates as shown in Table 5.3. Given that the total target mass of Ge detectors was 155.68 kg and that of Si detectors was 23.104 kg, the total estimated rates combined together are shown in Table 5.4.

<table>
<thead>
<tr>
<th>Detector</th>
<th>Energy</th>
<th>Single NR [kg$^{-1}$ year$^{-1}$]</th>
<th>Single ER [kg$^{-1}$ year$^{-1}$]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ge</td>
<td>2-10 keV</td>
<td>9.49E-04</td>
<td>5.67E+01</td>
</tr>
<tr>
<td></td>
<td>10-100 keV</td>
<td>1.72E-03</td>
<td>1.01E+03</td>
</tr>
<tr>
<td>Si</td>
<td>2-10 keV</td>
<td>3.42E-04</td>
<td>2.70E+02</td>
</tr>
<tr>
<td></td>
<td>10-100 keV</td>
<td>1.74E-03</td>
<td>3.66E+03</td>
</tr>
</tbody>
</table>

Table 5.3: Estimated single scatter NR and ER rates in different energy ranges for Ge and Si detectors separately.

<table>
<thead>
<tr>
<th>Detector</th>
<th>Energy</th>
<th>Single NR</th>
<th>Single ER [kg$^{-1}$ year$^{-1}$]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ge + Si</td>
<td>2-10 keV</td>
<td>8.70E-04</td>
<td>8.43E+01</td>
</tr>
<tr>
<td></td>
<td>10-100 keV</td>
<td>1.72E-03</td>
<td>1.35E+03</td>
</tr>
</tbody>
</table>

Table 5.4: Estimated single scatter NR and ER rates in different energy ranges for a combined payload of 178.784 kg.
Assuming the total experiment exposure of this study to be 385 kg-years, the estimated numbers of single scatter nuclear recoil and electron recoil events was found to be as shown in Table 5.5. In the energy range of [10, 100] keV, the estimated number of single-scatter nuclear event was less than 1 for a 385 kg-years exposure. This 25 tower configuration of mixed Ge and Si detectors with this proposed geometry of shielding layers demonstrates the feasibility of a upgraded SuperCDMS SNOLAB experiment.

<table>
<thead>
<tr>
<th>Detector</th>
<th>Energy</th>
<th>Single NR</th>
<th>Single ER [kg(^{-1}) year(^{-1})]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ge + Si</td>
<td>2-10 keV</td>
<td>3.35E-01</td>
<td>3.24E+04</td>
</tr>
<tr>
<td></td>
<td>10-100 keV</td>
<td>6.63E-01</td>
<td>5.21E+05</td>
</tr>
</tbody>
</table>

Table 5.5: Estimated numbers of single-scatter NR and ER events in different energy ranges for an experiment exposure of 385 kg-years.

### 5.3. Active Neutron Veto Shield

SuperCDMS Soudan used passive shielding layers to attenuate and block background particles and an active muon veto to tag muons crossing the detectors. While this was sufficient to achieve the goals of the SuperCDMS Soudan experiment, an investigation was conducted to ascertain if an active neutron veto would be necessary to achieve the goals of SuperCDMS SNOLAB. This veto would look for interactions that are coincident between the neutron veto and the detectors to minimize the number of single-scatter neutron events observed. In addition, the neutron veto could serve as a neutron monitor to continuously monitor the neutron backgrounds in the experimental cavern.

This proposed SuperCDMS SNOLAB experiment aimed for a sensitivity to the spin-independent WIMP-nucleon interaction cross section down to \(8 \times 10^{-47}\) cm\(^2\) for a WIMP mass of 50 GeV/c\(^2\) by the end of the planned five-year operating period. Considering a target mass of 92 kg of Ge detectors, a five year running period, a 367 kg-years raw (\(\sim 244\) kg-years net) exposure, and the 8-48 keV\(_r\) WIMP search range, the expected neutron
background would have been $\sim 0.04$ events for radiogenic neutrons and $\sim 0.008$ events for cosmogenic neutrons.

![Image](image.png)

Figure 5.8: This proposed SuperCDMS SNOLAB experiment would have provided sensitivity to a WIMP-nucleon cross section that would have reached down to $8 \times 10^{-47}$ cm$^2$ for a WIMP mass of 50 GeV/c$^2$ by the end of the planned five-year operating period. This Generation-2 (G2) experiment would have had unparalleled sensitivity for low-mass dark matter, with a sensitivity goal that was 100 times better than the current limits at 13 GeV/c$^2$, increasing to $6 \times 10^5$ times better sensitivity at 1.2 GeV/c$^2$. (Based on original DOE proposal in 2013 [56])

Several potential materials for the construction of an active neutron veto were considered including plastic scintillator and liquid scintillator. Several geometries were studied including different layer thicknesses and layouts. For the liquid scintillator option, the material for the vessel containing the scintillator was also studied.

5.3.1. Plastic Scintillator

In order to enhance the ability of neutron capture in the active neutron veto layer, gadolinium (Gd) with natural abundance was introduced into polyethylene as a doping
### Neutron Background Rates

<table>
<thead>
<tr>
<th>Neutron Background Type</th>
<th>Background Rates [event · keV⁻¹ · kg⁻¹ · year⁻¹]</th>
<th>Expected Background Number</th>
</tr>
</thead>
<tbody>
<tr>
<td>Radiogenic Neutrons</td>
<td>$4 \times 10^{-6}$</td>
<td>0.04</td>
</tr>
<tr>
<td>Cosmogenic Neutrons</td>
<td>$8 \times 10^{-7}$</td>
<td>0.008</td>
</tr>
</tbody>
</table>

Table 5.6: Estimated neutron event number at SuperCDMS SNOLAB with the assumption of a $\sim244 \text{ kg-years net exposure}$ and an 8-48 keVr WIMP search range [56].

A study was conducted to estimate any increased background that may be introduced to the experiment by the materials that would be needed to construct a neutron veto around the SuperCDMS SNOLAB experiment. The first step was to examine the electron recoil and nuclear recoil events in the detectors from the existing shielding layers, and determine if their rates change with potential different geometries of the active neutron veto layer. The second step was to study the efficiency of the active neutron veto layer at tagging and identifying neutron-induced nuclear recoil events in the detectors as a function of neutron veto threshold energy.

When this study took place, the maximum detector payload at SuperCDMS SNOLAB was proposed to be 400 kg. Each Ge detector was proposed to have a mass of 1.39 kg and
six of these detectors would be stacked into a tower. The maximum capacity of the cryostat was 48 towers. For this plastic neutron veto study, a configuration of a 225 kg Ge detector payload was proposed, which was equivalent to 27 towers. The towers were arranged in a formation as shown in Fig. 5.9.

The available space for the shielding layers was fixed outside the outermost copper can. With 52.5 inches available in the radial direction and 60.3 inches available for the top and bottom caps. Since the aluminum layer was 1-inch thick and the polyethylene layer was 24-inches thick in both the radial and vertical direction, there remained 13.75 inches of space available in the radial direction and 17.65 inches of space for the top and bottom caps for both the Gd-loaded polyethylene and lead layer with 13.75 inches of space available in the radial direction and 17.65 inches available for the top and bottom caps as illustrated in Table 5.7. The doping percentage of Gd in this study was 0.12% in mass fraction and the density of the Gd-loaded polyethylene was 0.94 g/cm$^3$.

<table>
<thead>
<tr>
<th>Layer Material</th>
<th>Radial Thickness (inch)</th>
<th>Top/Bottom Thickness (inch)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gd-loaded Poly</td>
<td>13.75</td>
<td>17.65</td>
</tr>
<tr>
<td>Lead</td>
<td>13.75</td>
<td>17.65</td>
</tr>
<tr>
<td>Aluminum</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Polyethylene</td>
<td>24</td>
<td>24</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td><strong>52.5</strong></td>
<td><strong>60.3</strong></td>
</tr>
</tbody>
</table>

Table 5.7: The dimensions of each shielding layer.

In order to examine the nuclear recoil and electron recoil event rates in the detectors that originated in the shielding layers, radioactive levels for different contaminants were assumed in each layer as shown in Table 5.8.
Figure 5.9: Example of one system design considered in this study for a neutron veto in the SuperCDMS SNOLAB experiment. In this study, a configuration with a 225 kg Ge detector payload in 27 towers was investigated. From the inside out, there are 27 detector towers, six copper cans, one Gd-loaded polyethylene layer, one lead layer, one aluminum layer and one polyethylene layer. Silicon photomultipliers were considered as the readout device for the active neutron veto layer. The two pipes connecting to the refrigerator and electronic box are visible on the left and right hand sides of the cryogenic region.
<table>
<thead>
<tr>
<th>Material</th>
<th>$^{238}$U (mBq/kg)</th>
<th>$^{232}$Th (mBq/kg)</th>
<th>$^{40}$K (mBq/kg)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Copper</td>
<td>0.1</td>
<td>0.02</td>
<td>0.04</td>
</tr>
<tr>
<td>Gd-loaded Poly</td>
<td>0.3</td>
<td>0.2</td>
<td>1.0</td>
</tr>
<tr>
<td>Lead</td>
<td>2.0</td>
<td>0.5</td>
<td>7.0</td>
</tr>
<tr>
<td>Polyethylene</td>
<td>0.3</td>
<td>0.2</td>
<td>1.0</td>
</tr>
</tbody>
</table>

Table 5.8: Radioactivities of each contaminant considered in each material.

Electron recoil (ER) and nuclear recoil (NR) events in the detectors were counted according to the selection rules in Table 5.9. For an event to be classified as a multiple signal event, it was required that there was an energy deposition larger than 2 keV in at least one of the other detectors and an energy deposition between 10 and 100 keV in the primary detector. If there was only an energy deposition between 10 and 100 keV in the primary detector and none of the other detectors had an energy deposition larger than 2 keV, the event was counted as a single-scatter event.

| High Energy Range [keV] | [10, 100] | 10 | 10 |
| Low Energy Range [keV]  | [2, 10]   | 2  | 2  |

Table 5.9: NR, ER selection rules in detectors.

For each contaminant in each layer, a simulation of five million primary particles was run using SuperSim. Using the radioactivity numbers in Table 5.8 and the selection rules in Table 5.9, the total NR, ER and single-scatter NR, ER rate ranges in the detectors were calculated from the simulation outputs. Results of this calculation are shown in Table 5.10.
Table 5.10: NR, ER and single-scatter NR, ER rate ranges in the detectors.

<table>
<thead>
<tr>
<th></th>
<th>[2, 10] keV</th>
<th>[10, 100] keV</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total NR</td>
<td>[4.99E-3, 5.18E-3]</td>
<td>[6.69E-03, 6.90E-03]</td>
<td>event kg(^{-1}) · year(^{-1})</td>
</tr>
<tr>
<td>Single NR</td>
<td>[1.03E-3, 1.11E-3]</td>
<td>[1.76E-03, 1.87E-03]</td>
<td>event kg(^{-1}) · year(^{-1})</td>
</tr>
<tr>
<td>Total ER</td>
<td>[3.41E+1, 1.18E+3]</td>
<td>[4.87E+02, 1.73E+03]</td>
<td>event kg(^{-1}) · year(^{-1})</td>
</tr>
<tr>
<td>Single ER</td>
<td>[6.27E+0, 1.14E+3]</td>
<td>[1.78E+02, 1.36E+03]</td>
<td>event kg(^{-1}) · year(^{-1})</td>
</tr>
</tbody>
</table>

Low energy NR and ER events can also be counted by changing the energy range selection from [10, 100] keV to [2, 10] keV. The energy threshold for classifying multiple and single-scatter events remains as 2 keV in the other detectors. In this case, the total low energy NR, ER and single-scatter low energy NR, ER rate ranges in the detectors can be calculated. The results are shown in Table 5.10.

The purpose of adding an extra active neutron veto layer is to further tag single-scatter neutrons in the detectors via a coincidence check. In order to study the efficiency of tagging neutrons, a study was performed to check the interaction and energy deposition between neutrons and the veto layer material. Energy deposition in scintillators is quenched and this effect is described by Birk’s law [58]. The degree of this quenching effect depends on the scintillator material

\[
\frac{dE_{\text{vis}}}{dx} = S \frac{dE}{dx} \frac{1}{1 + k_B \frac{dE}{dx}}
\]

where \(S\) is the scintillation efficiency and \(k_B\) is Birk’s constant. For Gd-loaded polyethylene, a \(k_B\) value of 0.001 g MeV\(^{-1}\) cm\(^{-2}\) was used. The variable \(dE\) is the actual energy deposition within a distance of \(dx\). The variable \(dE_{\text{vis}}\) is the visible energy after the quenching effect in a particular scintillator.

The requirement of the active neutron veto system design is selected to reject over 90% single-scatter neutron-induced nuclear recoil events in the detectors. The single-scatter neu-
Figure 5.10: The red curve shows the single-scatter neutron capture efficiency as a function of the energy threshold ($E_{th}$) in the Gd-loaded polyethylene layer with Birk’s law taken into account. The blue curve shows the veto efficiency without implementing Birk’s law. These are the single-scatter neutrons from $^{232}$Th contamination with an energy deposition in the [10, 100] keV range in a detector.

...tron veto efficiency drops as the energy threshold increases as expected (see Fig. 5.10). For an energy threshold less than 100 keV, the single-scatter neutron veto efficiency stays above 90% with an assumption of 100% scintillation efficiency in the 0.12% Gd-loaded polyethylene. This result shows the feasibility of such a plastic neutron veto design to be used in the future SuperCDMS SNOLAB experiment.

5.3.2. Liquid Scintillator

A liquid scintillator is another option for the active neutron veto layer that I considered in my studies. The deployment of such a shielding layer could increase the ability to identify, monitor and reject any neutron-induced backgrounds and provide an in situ measurement of the neutron activity for the SuperCDMS SNOLAB experiment. This study considered linear alkylbenzene (LAB) as a target material. Its formula is $C_6H_5C_nH_{2n+1}$, where $n$ could vary from 10 to 16. Thus, LAB is an organic compound family. Since LAB consists of low Z elements, it has a higher potential to capture and absorb neutrons.
In addition, similar to the polyethylene loaded with gadolinium option, doping with elements that have higher neutron capture cross sections was also considered in the liquid scintillator case. Both gadolinium (Gd) and boron (B) were candidate elements considered. One of the B isotopes, $^{10}\text{B}$, has a high neutron capture cross section of 3,838 barns [59] and its natural abundance is $\sim$20%.

Using gadolinium as a doping element in LAB has been demonstrated in the Daya Bay experiment [60]. The gamma spectrum emitted when neutrons are captured by gadolinium extends up to 8 MeV. This end point is high enough for any energy threshold that could be set for the liquid neutron veto module. However, there are some challenges in using gadolinium. The liquid scintillator module has a limited volume, so it may be hard to fully contain high energy gammas.

Boron-doped LAB had not been demonstrated at a large scale by any experiment at the time of this study. As a new option, it was carefully studied. Boron is purer than gadolinium. Once a neutron is captured by a boron isotope, its capture products, $^7\text{Li}$ and $\alpha$, could be fully contained in the liquid scintillator volume. Due to the quenching effect described by the Birk’s law, the light output in the module may be as low as around 50 keVee. To collect such a low energy deposition within the module sufficiently is one of the challenges if a selected 90% single-scatter neutron veto efficiency needs to be maintained.

Unlike the plastic scintillator case, a tank would be needed to hold the liquid scintillator. This new component could become an additional contamination source. It may also block the neutrons emanating from the detectors and affect the neutron veto efficiency in the liquid scintillator module.

In order to investigate the tank material candidates, a geometry of a proposed experiment setup was used as shown in Fig. 5.11. From the inside out, there were 27 Ge detector towers
with a 225 kg payload, six copper cans, one active neutron veto layer with liquid scintillator, one lead layer, and one polyethylene (and/or water) layer. The radial and top/bottom thickness of the neutron veto layer was 32 inches in this configuration.

Three tank materials each of thickness of 0.25 inches were considered. They were stainless steel, titanium, and acrylic. The densities and contamination levels of these tank materials are shown in Table 5.11. The energy range of interest for nuclear recoil events was [10, 100] keV. For an event to be classified as a nuclear event in the simulation, its ionization energy deposition was required to be less than 5% of its non-ionization energy deposition. For a nuclear recoil event to be classified as a single-scatter nuclear recoil event, it was required that there was no energy deposition larger than 2 keV in any of the other detectors. The energy collection time window was set to be at 10 µs.

The simulation results are shown in Table 5.11. As can be seen, acrylic introduces the lowest nuclear recoil event rates in the detectors, but this result is highly dependent on the low radioactivity levels of $^{238}\text{U}$, $^{235}\text{U}$ and $^{232}\text{Th}$ used in the calculation. It is the best option.
<table>
<thead>
<tr>
<th></th>
<th>Stainless Steel</th>
<th>Titanium</th>
<th>Acrylic</th>
</tr>
</thead>
<tbody>
<tr>
<td>Density [g cm(^{-3})]</td>
<td>8.0</td>
<td>4.54</td>
<td>1.18</td>
</tr>
<tr>
<td>Contaminant</td>
<td>U</td>
<td>U</td>
<td>U</td>
</tr>
<tr>
<td>Radioactivity</td>
<td>15</td>
<td>30</td>
<td>0.25</td>
</tr>
<tr>
<td>Level [mBq kg(^{-1})]</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total NR</td>
<td>4.81E-02</td>
<td>8.48E-02</td>
<td>1.22E-03</td>
</tr>
<tr>
<td>Single NR</td>
<td>1.31E-02</td>
<td>2.31E-02</td>
<td>3.36E-04</td>
</tr>
</tbody>
</table>

Table 5.11: The total NR and single-scatter NR rates in the detectors from the contaminants in stainless steel, titanium, and acrylic. Natural uranium consists of \(\sim 99.3\)% \(^{238}\)U and \(\sim 0.7\)% \(^{235}\)U.

for introducing the least amount of new contamination to the experiment but it requires a high level of cleanness be met when constructing the tank. In addition, acrylic has a low density and as such engineering considerations of the material strength would also need to be addressed before selecting an acrylic vessel.

Stainless steel has the advantage of being the strongest material among the three candidates. However, the neutrons generated from the \(^{238}\)U, \(^{235}\)U and \(^{232}\)Th decay chains in it produce the highest nuclear recoil event rates in the detectors. The radioactive levels of \(^{238}\)U, \(^{235}\)U and \(^{232}\)Th used in the stainless steel in Table 5.11 are about a factor of 10 conservative. Thus, the expected NR rates in detectors from the use of stainless steel could be one order of magnitude lower if considering radioactive levels of one-tenth of the current numbers. These corrected NR rates are acceptable but still not as good as acrylic or titanium.

Titanium has an acceptable nuclear recoil event rate in the detectors and its density is about 3 times higher than that of acrylic. Compared to acrylic and stainless steel, the performance of titanium lies in the middle, which is a good option.
In order to further investigate these three tank material candidates, the performance of vetoing neutron was studied for each one. One million primary particles are simulated for the $^{238}\text{U}$, $^{235}\text{U}$ and $^{232}\text{Th}$ contaminants in the inner layer of the tank. For the nuclear recoil events generated by neutrons in the detectors, Fig. 5.12 shows the comparison of single-scatter neutron veto efficiencies as a function of energy threshold in a liquid scintillator module filled with 0.12% Gd-doped LAB.

![Veto Efficiency vs Threshold in 100us](image)

Figure 5.12: Single-scatter neutron veto efficiencies in the 0.12% Gd-doped LAB liquid scintillator module as a function of the energy threshold when using different tank materials (titanium (red), stainless steel (blue) and acrylic (green)). An energy collection time window of 100 $\mu$s was applied.

The neutron veto efficiencies using stainless steel and titanium are compatible with each other. Acrylic itself has a higher probability to absorb and reduce neutrons. Thus, neutrons coming from the detector region may get captured in acrylic before reaching the liquid scintillator. This causes a reduction of neutrons entering the veto layer from the experimental setup. A 90% rejection rate is maintained to over 100 keV energy threshold in the liquid scintillator for all three tank material candidates.
At the time of this study, when combining the neutron veto efficiencies (see Fig. 5.12) with the total and single-scatter NR rates in the detectors (see Table 5.11), titanium was considered the most preferred tank material for the active neutron veto layer to hold the liquid scintillator. Its neutron veto efficiency is the highest among the three candidates. The total and single-scatter NR rates introduced by titanium is in an acceptable range. The rates are better than those from stainless steel even after taking into account a conservative factor of 10. Although the rates from acrylic is extremely low, it highly depends on the radioactive levels used for the contaminants. If this high purity was not met at the time of construction, the difference in rates between titanium and acrylic would be reduced. In addition, the density of acrylic is low, causing concern of whether it is strong enough to hold the liquid scintillator. Compared to acrylic, the density of titanium is nearly four times higher, making it a better candidate. Thus, titanium is the best option for the tank construction of a liquid neutron veto system for SuperCDMS SNOLAB.
Unlike the earlier SuperCDMS Soudan Low Threshold [28] and CDMSlite [61] analyses, which focused their searches on low mass WIMPs interacting in our detectors using subsets of the Soudan data, the SuperCDMS Soudan high mass WIMP search analysis searches for high mass WIMPs using available SuperCDMS data taken between March 2012 and May 2014. The data taken during this period constitute run 133 (R133) and run 134 (R134). This high mass WIMP search analysis attempts to search for WIMPs whose mass is greater than 10 GeV/c$^2$ while maintaining a near-zero background level in the detectors.

6.1. Raw Livetime and Target Mass

The data used by the high mass WIMP search analysis was collected during a two-year span of the experiment starting in March 2012 and ending in May 2014. During a calibration run in July 2013, the $^{133}$Ba source became detached from the deployment wire. To remove the source that was stuck between the icebox and inner poly layer, run 133 was stopped and the fridge was warmed up so that the shielding could be removed in order to retrieve the source. After returning the fridge to base temperature, run 134 data collection started. The SuperCDMS collaboration defines the raw livetime as the time period that its detectors are in an operating mode and ready to record any interaction signal. The cumulative raw WIMP search livetime for the entire run 133 and run 134 data collection periods is $\sim534.11$ days.

A total of 15 iZIP detectors operated in the SuperCDMS Soudan experiment and the mass of each iZIP detector was $\sim0.6$ kg. As shown in Fig. 6.1, the 15 detectors are divided into five towers and each tower contains three iZIP detectors. The collaboration employs
multiple naming schemes to refer to a particular detector. The first scheme takes the form iT#Z#, where “i” indicates that the tower contains iZIP detectors, T# indicates the tower number and Z# indicates the detector position in the tower. Detector 1 is the detector at the top of the tower and detector 3 is at the bottom of the tower. The second scheme labels each detector as 11##, where “11” indicates that it is an iZIP style detector and ## is a number from 1 to 15, where 1 is the top detector in tower 1, 15 is the bottom detector in tower 5, and each detector is sequentially numbered in between. For example, the middle detector in tower 2 is referred to as both iT2Z2 and 1105.

6.2. Particle Identification

In SuperCDMS, various particles are classified into three categories: bulk electron recoils, surface electron recoils, and nuclear recoils. Figure 6.2 shows how these three categories of events distribute in the yield (ytNF) vs phonon energy (precoilNF) plane.
Figure 6.2: This is an illustration of the yield-energy distributions for bulk ERs, surface ERs, and NRs in iT1Z1 in the Cf data set. The yield of surface ERs can have any value from 1 down to 0, which covers the yield region of the bulk NRs. Thus, a surface ER can fall into the NR band and mimic a WIMP signal event.

The electron recoil (ER) band is defined using the $^{133}$Ba calibration data. Events that fall into the $3\sigma$ ER band are classified as bulk electron recoils [62]. The nuclear recoil (NR) band is defined using the $^{252}$Cf calibration data. Events that fall into the $3\sigma$ NR band are classified as nuclear recoils [62]. If an electron recoil event locates below the lower $3\sigma$ ER band, it is classified as a surface electron recoil event. Thus, the surface electron recoils can have a chance to leak into the NR band and mimic a nuclear recoil event.

6.3. Blinding Scheme

The high mass WIMP search analysis is a blinded analysis. The entire data with no events removed from analyzers is referred to as “restricted” WIMP search data in SuperCDMS. No analyzers have access to this data until the analysis development has been frozen and the final stage for unblinding is ready. Since WIMPs may exist in this data, a separate “unrestricted” data set is generated. This data has a blinding scheme applied that removes all signal-like events. This unrestricted data set is used to develop the analysis.
Because the probability for a WIMP to interact twice in the detectors is nearly zero, a WIMP candidate event needs to be a single-scatter nuclear recoil event. Several selection criteria are applied to determine whether an event is signal-like or not. This event cannot be an electronic glitch event or a low-frequency event. It cannot be recorded within 25 µs of an event in the muon veto system. The phonon energy has to be less than 150 keV but larger than the noise. It needs to deposit most of its energy in the inner channel and have its charge energy symmetrically distributed on the top and bottom face of the detector. Last but not least, it has to be a nuclear recoil event without any energy deposition in a second detector. A summary of the blinding criteria is listed in Table 6.1.

<table>
<thead>
<tr>
<th>Cut</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>No glitch</td>
<td>∼cGlitch_133 and ∼cGlitch1_v53</td>
</tr>
<tr>
<td>No LF noise</td>
<td>∼cLFnoise1_v53</td>
</tr>
<tr>
<td>No muon veto signal</td>
<td>VTTime20 /∈ [-25, 0] µs for a given event</td>
</tr>
<tr>
<td>Upper energy limit</td>
<td>precoilsumOF &lt; 150 keV</td>
</tr>
<tr>
<td>Radial fiducial volume</td>
<td>(qi1OF &gt; µ + 2σ or qo1OF &lt; µ + 8σ) and (qi2OF &gt; µ + 2σ or qo2OF &lt; µ + 8σ)</td>
</tr>
<tr>
<td>Charge symmetry</td>
<td>(qsum1OF &gt; µ + 2σ or qsum2OF &lt; µ + 8σ) and (qsum2OF &gt; µ + 2σ or qsum1OF &lt; µ + 8σ)</td>
</tr>
<tr>
<td>Nuclear recoil band</td>
<td>ysumOF ∈ [µ − 3σ, µ + 3σ] and precoilsumOF &gt; 0 keV</td>
</tr>
<tr>
<td>Minimum phonon energy</td>
<td>psumOF &gt; µ + 3σ</td>
</tr>
<tr>
<td>Single-scatter event</td>
<td>∼cPmultTight_blind_v53</td>
</tr>
</tbody>
</table>

Table 6.1: Summary of the cuts required to blind the conventional WIMP search data [63].

As discussed in Chapter 4, the possible background event types that could appear are neutrons, gammas, gamma-induced electrons, alphas, betas, and ²⁰⁶Pb nucleus. These backgrounds are grouped into three categories: nuclear recoil, surface electron recoil and bulk electron recoil events. In order to keep the cut development and tuning unbiased, analyzers
work on both this “permitted” WIMP search data and the calibration data to gain knowledge and model the various background particles in SuperCDMS detectors.

6.4. Detector Calibration

When an interaction occurs in a detector, the signals are read out as pulses. The amplitude and the area under a pulse do not directly provide any physical meaning to the analyzer. In order to make this event information more meaningful, SuperCDMS also takes calibration data using radioactive sources. In R133 and R134, removable $^{133}\text{Ba}$, $^{252}\text{Cf}$ sources and two $^{210}\text{Pb}$ source plates were used.

$^{133}\text{Ba}$ sources provide a source of gamma particles to the detectors. Its spectrum has three gamma peaks over 300 keV (i.e. 302.9, 356.0 and 383.3 keV), which allow the experiment to calibrate its detectors. They were inserted through the shielding layers to the outside of the icebox via two tubes in parallel to the two stems. Data was taken routinely with the $^{133}\text{Ba}$ source throughout the entire high mass WIMP search data period, which enables the experiment to monitor the stability of the detector responses. In the mean time, due to the high gamma rate from the $^{133}\text{Ba}$ source, this calibration data is also useful for studies of the gamma background.

$^{252}\text{Cf}$ source is a neutron source mainly used to learn the detector response to neutron-induced nuclear recoil events. Since a single-scatter nuclear recoil event produced by a neutron is indistinguishable from that produced by a WIMP, $^{252}\text{Cf}$ calibration data is an excellent proxy for use in defining the WIMP signal region.

This type of data is not taken as often as the $^{133}\text{Ba}$ calibration data, because the neutrons from $^{252}\text{Cf}$ activate the Ge nucleus. When the activated nucleus decays, a gamma is emitted. The half life of this Ge activation is about 11 days. Thus, even with the $^{252}\text{Cf}$ source removed, the WIMP search data that are collected during the following weeks will
have elevated background levels. Data quality checks are performed on this post-Cf period to determine when the Ge activation becomes insignificant to the WIMP search. This post-Cf data within the WIMP search data is not included in the final high mass WIMP search analysis.

In order to understand the detector response to the $^{210}$Pb surface contamination, two silicon wafers implanted with $^{210}$Pb isotopes were installed. One was placed above iT3Z1, and the other was placed below iT3Z3. As a result of the installation of these two $^{210}$Pb plates, the WIMP search data on iT3Z1 side 1 and iT3Z3 side 2 are not included in the final analysis.

6.4.1. Pile-up

The gamma rate is very high resulting in pileup when both $^{133}$Ba sources are fully inserted into the calibration tubes. Pile-up occurs when two pulses are so near in time that they overlap with each other. These pile-up events are removed by the good event selection cut, which then results in a reduction of gamma particle statistics.

In order to maintain comparable statistics within the interested energy region while potentially reducing the pile-up event rate, a study on the $^{133}$Ba source positions was conducted. In SuperCDMS, a data series normally contained data collected in $\sim$3 hours detector operation time. This investigation studied the pile-up rate when the sources were fully inserted and inserted at positions 1-inch, 2-inches, 4-inches, 8-inches and 10-inches out from fully-inserted. The statistics and run times of the investigated data series are shown in Table 6.2 and Fig. 6.3.

The events were divided into four categories based on each event’s ionization yield and phonon energy. Category 1 contained low energy and low yield, category 2 contained low energy and high yield, category 3 contained high energy and low yield, category 4 contained
<table>
<thead>
<tr>
<th>Data Set</th>
<th>Series Number</th>
<th>Stats</th>
<th>Configuration</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>11404090811</td>
<td>304596</td>
<td>Both sources fully inserted</td>
</tr>
<tr>
<td>2</td>
<td>11404091129</td>
<td>308481</td>
<td>Both sources fully inserted</td>
</tr>
<tr>
<td>3</td>
<td>11404150805</td>
<td>297358</td>
<td>Both 1-inch out</td>
</tr>
<tr>
<td>4</td>
<td>11404151122</td>
<td>295762</td>
<td>Both 2-inches out</td>
</tr>
<tr>
<td>5</td>
<td>11404160748</td>
<td>241896</td>
<td>Both 4-inches out</td>
</tr>
<tr>
<td>6</td>
<td>11404161105</td>
<td>57900</td>
<td>Both 8-inches out</td>
</tr>
<tr>
<td>7</td>
<td>11404180911</td>
<td>20462</td>
<td>Both 8-inches out</td>
</tr>
<tr>
<td>8</td>
<td>11404181343</td>
<td>20561</td>
<td>Both 8-inches out</td>
</tr>
<tr>
<td>9</td>
<td>11404220909</td>
<td>10016</td>
<td>Both 10-inches out</td>
</tr>
<tr>
<td>10</td>
<td>11404221226</td>
<td>10733</td>
<td>Both 10-inches out</td>
</tr>
</tbody>
</table>

Table 6.2: Stats and configuration of each examined data series.

Figure 6.3: The run time for each data series in Table 6.2 is approximately 3 hours.
high energy and high yield as illustrated in Table 6.3 and Fig. 6.4. Data series 2-10 are compared with data series 1, which was taken with the source fully inserted, on a series-by-series basis respectively.

<table>
<thead>
<tr>
<th>10 - 80 keV</th>
<th>80 - 150 keV</th>
</tr>
</thead>
<tbody>
<tr>
<td>yield &gt; 0.8</td>
<td>Region 2</td>
</tr>
<tr>
<td>&lt; 0.8</td>
<td>Region 4</td>
</tr>
<tr>
<td>yield &lt; 0.8</td>
<td>Region 1</td>
</tr>
<tr>
<td>&lt; 0.8</td>
<td>Region 3</td>
</tr>
</tbody>
</table>

Table 6.3: The division of four regions in the ionization yield vs phonon energy plane.

Figure 6.4: The ionization yield $[y_{tNF}]$ vs total phonon energy $[p_{tNF}]$ plane is divided into four regions for statistics comparison.

The statistics (see Fig. 6.5) and distributions (see Fig. 6.6) of 10 different physics quantities were examined and compared in all four regions. These quantities include charge energy, charge radial and depth partition, phonon energy, phonon radial and depth partition, phonon depth signal time delay and ionization yield. Figure 6.6 shows the distribution of events on side 1 as a function of radial partition for detector iT3Z3. Radial partition is defined as the
outer charge energy divided by the summed charge energy on the same side. Comparable statistics are maintained for the 2-inches and 4-inches configurations. When retracting both sources further out, the 8-inches and 10-inches configurations show significant decrease in statistics.

Figure 6.5: Statistics comparison among different $^{133}$Ba source configurations show that retracting the sources back as far as 4-inches maintains comparable statistics in all four regions. Data series 10 has no data in iT3Z3 due to the existence of abnormal energy $\chi^2$ values.

Thus, if the statistics of gamma particles need to be maintained in the 10-150 keV energy range while minimizing the affect from pile-up events in the $^{133}$Ba calibration, a retraction up to 4 inches out of both $^{133}$Ba sources is a probable option to achieve this goal. After
Figure 6.6: Distribution comparison between four $^{133}$Ba source configurations and the fully-inserted configuration. For the radial charge energy partition quantity on side 1 \([q_{rpart1OF}]\) in region 4, the 1-inch (top left), 2-inches (top right) and 4-inches (bottom left) configurations show comparable statistics to the fully-inserted configuration, while the 8-inches (bottom right) configuration shows an obvious decrease in statistics.
finishing the data collection of run 134, $^{133}$Ba calibration data were taken for over a month to obtain high statistics of gamma particles for the high mass WIMP search analysis. Two $^{133}$Ba sources were inserted into the two tubes with retractions not greater than 4 inches during this period.

6.4.2. Charge and Phonon Calibration

Detector calibration is an important process to convert the pulses into some physical quantities. Since the iZIP detectors have both ionization and phonon signal channels, both channels must be calibrated.

The $^{133}$Ba calibration data is used in SuperCDMS for the charge calibration [64, 65]. Due to existence of the Compton plateau at low energy the three peaks at 302.9, 356.0 and 383.3 keV are used to calibrate the ionization channels. Once charge calibration is done, the next step is to do the phonon calibration [66], which involves a relative gain compensation of all eight phonon channels and an absolute phonon calibration using the ionization yield from bulk gammas. The eight phonon signal collection channels on each detector are designed to have the same surface coverage. Since phonons are not affected by the external electric field and migrate isotropically, the phonon energy collected in each phonon channel after the phonons become ballistic is expected to be the same. In practice, the gains of different channels are not the same and this effect needs to be corrected. In order to align the gains on a given detector, the eight phonon channels are calibrated amongst themselves, which means that one phonon channel is selected as a reference channel and then the gains of the other seven phonon channels are aligned relatively to it. The gain difference is believed to result from the readout process or detector fabrication activities. After the relative gain compensation, a total phonon signal can be obtained by summing the phonon signals collected in different channels from an event. Since the ionization yield for bulk gammas is set to one in the detectors, a phonon energy quantity that is estimated from the charge energy can be derived.
6.5. Data Selection

When the detectors were in operation, the data acquisition (DAQ) system recorded every event that passed certain triggering requirements. These events were stored as raw data. Later they was processed into calibrated data. Selection criteria ("cuts") were developed to select events that are considered good for the following data analysis. Short descriptions of the functionalities of a majority of cuts can be found in Appendix B.

Two new cuts that were specific developed for this high mass WIMP search analysis are selected and highlighted below. They both affect the livetime of the data but one cuts on a continuous time period while the other cuts on an event-by-event basis. The data series or events removed are considered not suitable to search for WIMP signals.

a) Good Random $\chi^2$ cut [cGoodRandomChi2_v53_HT]

The cGoodRandomChi2_v53_HT cut removes data on a series basis. Thus, the total livetime of events in a series is removed. It is applied to select data series whose $\chi^2$ values for charge and phonon energies from optimal filter behave normally.

In order to obtain the charge energy of an event, a charge pulse template is derived from a selection of events with known good charge pulses. The charge energies of other events are then estimated by fitting their pulses with this template using an optimal filter in frequency space. Since the number of time bins for an inner or outer charge pulse is 2048 (i.e. $2^{11}$), the $\chi^2$ value of the charge energy ($Q[I/O]S[1/2]OFChisq$) from a good event is expected to be centered around 2047 (i.e. nDOF-1). For the summed inner and outer energy on one detector side, a $\chi^2$ value near 4094 for $QS[1/2]OFChisq$ is considered good. However, through the normal data taking periods, several data series were observed to have abnormally degraded charge energy $\chi^2$ distributions (see Fig. 6.7). This behavior was also observed in the phonon energy $\chi^2$ distributions (PTNFChisq).
Figure 6.7: The top left and right plots are examples of a good charge energy $\chi^2$ distribution. The bottom left and right plots are examples of a degraded charge energy $\chi^2$ distribution. $\text{QS1OFchisq}$ is the side 1 charge energy $\chi^2$ quantity. $\text{qsum1OF}$ is the summed side 1 charge energy.

As energy increases, the $\chi^2$ values start to rise upwards. This is due to the sharp feature in the rising edge of this high energy charge pulse. In order to develop a selection cut that is not affected too much by the change of charge energy, random trigger events are chosen. Random trigger events are issued periodically by the DAQ system throughout a data collection run to monitor the noise level. They are expected to be consistent with the noise and have energies close to zero, which provides an unshifted peak of the $\chi^2$ values.
A ratio cut based on the ratio of random event statistics near the expected $\chi^2$ peak over all random events was studied. Three data series with good charge energy $\chi^2$ distributions were selected to develop statistics acceptance boundaries. A Gaussian was used to fit the peak in each series to achieve the mean value and the standard deviation (see Fig. 6.8). The $\mu \pm 3\sigma$ ranges among these three series were compared and the narrowest range was selected as the template.

Figure 6.8: A Gaussian fit is applied to the $\chi^2$ peak, where QS1OFchisq is the side 1 charge energy $\chi^2$ quantity. The $\mu \pm 3\sigma$ boundaries are compared among three selected data series with good performance.

<table>
<thead>
<tr>
<th></th>
<th>iT1</th>
<th>iT2</th>
<th>iT3</th>
<th>iT4</th>
<th>iT5</th>
</tr>
</thead>
<tbody>
<tr>
<td>Z1</td>
<td>274.19(95.11%)</td>
<td>272.85(94.65%)</td>
<td>271.90(94.31%)</td>
<td>274.03(95.06%)</td>
<td>283.76(98.43%)</td>
</tr>
<tr>
<td>Z2</td>
<td>281.55(97.66%)</td>
<td>270.13(93.70%)</td>
<td>274.85(95.33%)</td>
<td>279.66(97.01%)</td>
<td>285.44(99.01%)</td>
</tr>
<tr>
<td>Z3</td>
<td>280.84(97.42%)</td>
<td>277.10(96.12%)</td>
<td>276.76(96.00%)</td>
<td>280.35(97.25%)</td>
<td>276.81(96.02%)</td>
</tr>
</tbody>
</table>

Table 6.4: Detector livetime after the application of the cGoodRandomChi2_v53_HT cut on the R133 WIMP search data.
Figure 6.9: The ratios of $QS_{\text{OFChisq}}$ (top) and $QS_{\text{OFChisq}}$ (bottom) in run 134 (R134) for all functional charge channels in the 15 detectors. The ratio of a charge energy $\chi^2$ quantity is defined as the random triggered events within a range near the peak over all random triggered events.
Figure 6.10: A ratio cut is set at 0.7 (i.e. 70%) for iT3Z3 (pink vertical line). 20 data series have QS1OFChisq statistics less than 70% within [3760, 4440] are removed. QS1OFChisq is the side 1 charge energy $\chi^2$ quantity. The ratio of a charge energy $\chi^2$ quantity is defined as the random triggered events within a range near the peak over all random triggered events.

<table>
<thead>
<tr>
<th></th>
<th>iT1</th>
<th>iT2</th>
<th>iT3</th>
<th>iT4</th>
<th>iT5</th>
</tr>
</thead>
<tbody>
<tr>
<td>Z1</td>
<td>197.58(94.62%)</td>
<td>195.96(93.84%)</td>
<td>194.88(93.32%)</td>
<td>191.00(91.46%)</td>
<td>202.14(96.80%)</td>
</tr>
<tr>
<td>Z2</td>
<td>201.68(96.58%)</td>
<td>201.03(96.27%)</td>
<td>193.59(92.70%)</td>
<td>198.88(95.24%)</td>
<td>206.12(98.75%)</td>
</tr>
<tr>
<td>Z3</td>
<td>197.60(94.62%)</td>
<td>199.90(95.73%)</td>
<td>198.97(95.28%)</td>
<td>195.38(93.56%)</td>
<td>190.12(91.04%)</td>
</tr>
</tbody>
</table>

Table 6.5: Detector livetime after the application of the cGoodRandomChi2_v53_HT cut on the R134 WIMP search data.
Figure 6.11: This plot illustrates the effect of the `cGoodRandomChi2_v53_HT` cut on the livetime of R133 and R134 WIMP search (lowbg) data.
The ratios of random events within this range over all random events for all data series were calculated. Its distribution as a function of the data collection time is shown in Fig. 6.9. Correlation of degradations among all detectors can be observed in several time periods, indicating that a global effect causes the extra observed $\chi^2$ peak.

Ratio cuts can be set for $\text{QS1OFChisq}$, $\text{QS2OFChisq}$ and $\text{PTNFChisq}$ respectively in all detectors. Figure 6.10 illustrates a ratio cut for $\text{QS1OFChisq}$ in iT3Z3. In order to ensure unaffected charge and phonon energy estimations in a detector, a data series is required to pass all three ratio cuts. An average of 5% livetime is removed in R133 and R134 respectively due to this abnormal energy $\chi^2$ behavior, which is consistent with the expectation. The retaining livetime after the application of the $\text{cGoodRandomChi2_v53_HT}$ cut is shown in Fig. 6.11, Table 6.4 and Table 6.5.

b) No Trigger Enable cut [$\text{cNoTrigEnable_v53}$]

The $\text{cNoTrigEnable_v53}$ cut removes livetime on an event basis. It is applied to remove the group of events whose livetime is not calculated correctly and resulted in a zero value by the DAQ system.

The livetime $\text{RQ}$ is used to record the livetime of every event in the data (see Table 3.2). During the $^{133}\text{Ba}$ source position study (see Section 6.4.1), we observed an average of 20% of events in each Ba data series removed by an event selection cut $\text{livetime}>0$ (see Table 6.6). This cut was traditionally used to remove non-physical events in the data. However, the number of events removed by this $\text{livetime}>0$ cut was surprisingly high and demanded further investigation.

Performances and distributions between the non-zero livetime events and zero livetime events were checked in various parameter spaces for clues to the cause of the anomalous
Table 6.6: The fractions of zero livetime events in some example Ba data sets.

<table>
<thead>
<tr>
<th>Series Number</th>
<th>Total Events</th>
<th>Zero livetime Events</th>
<th>Fraction</th>
</tr>
</thead>
<tbody>
<tr>
<td>11309200802</td>
<td>259164</td>
<td>60168</td>
<td>23.22%</td>
</tr>
<tr>
<td>11309201119</td>
<td>283401</td>
<td>65362</td>
<td>23.06%</td>
</tr>
<tr>
<td>11404240953</td>
<td>266552</td>
<td>36596</td>
<td>13.73%</td>
</tr>
<tr>
<td>11405050936</td>
<td>285183</td>
<td>97340</td>
<td>34.13%</td>
</tr>
</tbody>
</table>

behavior. Figure 6.12 illustrates two of these distribution checks. The zero livetime events occurred uniformly throughout the entire series and do not burst in a particular period. They are distributed in a similar pattern as events with non-zero livetime in the yield vs energy plane and do not grouped in a restricted area. No difference was observed between these two groups of events.

The livetime distribution was also checked by combining all events in the Ba data as illustrated in Fig. 6.13. These two groups of events formed a quasi exponential decrease together. Another check on the TimeBetween, which is defined as the time interval between two event triggers, was performed as well. The TimeBetween values of the zero livetime events are distributed within the range of those of the non-zero livetime events and do not fall below 20 ms. No abnormal behavior was observed between these two groups of events.

After a series of performance checks and comparisons, there is no support for removing these zero livetime events as non-physical events. They behave similar as those non-zero livetime events. Thus, the fraction of events with zero livetime was calculated for the WIMP search data, Ba calibration data and Cf calibration data. The Ba calibration suffered significantly more efficiency loss as shown in Table 6.7.
Figure 6.12: The top plot is the yield \([y_{tNF}]\) distribution as a function of data collection time for non-zero livetime events (black dots) and zero livetime events (red dots). The bottom plot is yield \([y_{tNF}]\) vs phonon energy \([p_{tNF}]\) plane. Both plots show no difference in the distributions between these two groups of events.
Figure 6.13: The top plot shows the livetime distribution of all events. These two groups of events form a quasi exponential decrease together. The bottom plot illustrates differences in the triggering between non-zero livetime events (blue) and zero livetime events (red). The TimeBetween values of the zero livetime events are distributed within the range of those of the non-zero livetime events. TimeBetween is a time measurement between two triggers. It equals to the deadtime of DAQ following last event trigger plus the livetime of the current event.
<table>
<thead>
<tr>
<th>Data Sets</th>
<th>Total Events</th>
<th>Zero livetime Events</th>
<th>Fraction</th>
</tr>
</thead>
<tbody>
<tr>
<td>R133 WS</td>
<td>18477856</td>
<td>490054</td>
<td>2.65%</td>
</tr>
<tr>
<td>R134 WS</td>
<td>14217827</td>
<td>345553</td>
<td>2.43%</td>
</tr>
<tr>
<td>R133 Ba</td>
<td>71382667</td>
<td>14207771</td>
<td>19.90%</td>
</tr>
<tr>
<td>R134 Ba</td>
<td>55934618</td>
<td>14949154</td>
<td>26.73%</td>
</tr>
<tr>
<td>R133 Cf</td>
<td>1548175</td>
<td>120464</td>
<td>7.78%</td>
</tr>
<tr>
<td>R134 Cf</td>
<td>2514154</td>
<td>114403</td>
<td>4.55%</td>
</tr>
</tbody>
</table>

Table 6.7: The fractions of zero livetime events in WIMP search (WS), Ba and Cf data, calculated for data runs 133 and 134.

In order to decide whether these zero livetime events should be included in the data analysis or not, an understanding of their physical meaning is required. This lead to an investigation into how the DAQ system records trigger information for each event.

When an event triggers, the DAQ system needs some amount of time to read out the event information. During this short period of time, the DAQ is immune to all other event triggers. This amount of time is called deadtime. When DAQ finishes recording the current event and is ready to record the next event, a global command called TrigEnable \(^1\) is issued to all detectors. When the next event triggers one of the detectors, the DAQ will issue a global trigger to every detector and start reading out this event’s information. At this point the DAQ is in another deadtime period. The time period between the global trigger and the TrigEnable command is defined as this event’s livetime.

\[
\text{livetime} = (\text{global trigger time}) - (\text{TrigEnable time})
\]

Closer examination of the calculation above reveals what exactly happens to the zero livetime events. When the DAQ system records the trigger time information, it stores this information in units of microsecond. When calculating the \text{livetime} RQ, a \textit{floor} function

\(^1\)Trigger Enable
is applied to the result to convert it to a unit of millisecond. This floor function always rounds the result towards negative infinity, i.e. the results of floor (2.9 ms) and floor (2.2 ms) are both equal to 2 ms. Thus, if an event has a livetime number between 0 and 999 µs, its livetime becomes a zero once its livetime RQ is constructed. This means that the livetime of every event in the WIMP search and calibration data is underestimated up to an amount of 999 µs. As a result, the total livetime of the entire data set is underestimated as well. This means that a livetime correction is needed on not only the zero livetime events, but every event.

In order to retrieve the “missing” livetime due to the rounding from µs to ms when constructing the livetime RQ, physics quantities for the global trigger and the TrigEnable command with trigger time information stored in units of microsecond are needed.

The history buffer of the DAQ can store up to 100 triggers. If the number of triggers between the TrigEnable command and the global trigger is less than 99, the livetime of an event can be correctly calculated. All events in this case can have their livetimes corrected up to an amount of 999 µs. The history buffer has a circular buffer system, which means that after the TrigEnable command is issued if there are 99 triggers and no global trigger has been issued, the 100th trigger will be stored in the first spot and erase TrigEnable information. In the latter case, the DAQ cannot calculate the livetime of an event and it will set its livetime to zero. This group of events are the actual zero livetime events and their livetimes cannot be corrected.

There are five different energy thresholds in an event trigger. The charge channel has two levels of thresholds called Qlow, Qhigh. The phonon channel has three levels of thresholds called Pwhisper, Plow, and Phigh. The energy thresholds vary from channel-to-channel. For a given detector, not all five thresholds are used for event triggering. For example, if a
detector is selected to trigger on \texttt{Plow}, even there are tens of \texttt{Pwhisper} triggers after the TrigEnable command, the global trigger would still not be issued by the DAQ.

Two RQs are selected and used in the livetime correction. The first RQ called \texttt{T*TGTime##} is used to store time information of ten triggers for a given event in each detector in units of microsecond. The “*” represents the tower number and the “##” is a number that varies from 16 to 25 and represents trigger timing information. The time of the global trigger is stored in \texttt{T*TGTime20}. Thus, ##=16-19 hold the timing information for the four triggers recorded before the global trigger, and ##=21-25 stores timing information about the five triggers occurring after the global trigger. The second RQ called \texttt{T*TGMask##} is used to store information of ten triggers in a form of 36 bit binary number (0 or 1) for each event. The meaning of each bit is explained in Table 6.8.

<table>
<thead>
<tr>
<th>DIB1</th>
<th>DIB2</th>
<th>DIB3</th>
<th>DIB4</th>
<th>DIB5</th>
<th>DIB6</th>
<th>Others</th>
</tr>
</thead>
<tbody>
<tr>
<td>Qhigh</td>
<td>0</td>
<td>5</td>
<td>10</td>
<td>15</td>
<td>20</td>
<td>25</td>
</tr>
<tr>
<td>Qlow</td>
<td>1</td>
<td>6</td>
<td>11</td>
<td>16</td>
<td>21</td>
<td>26</td>
</tr>
<tr>
<td>Phigh</td>
<td>2</td>
<td>7</td>
<td>12</td>
<td>17</td>
<td>22</td>
<td>27 33=Veto Multiplicity Trigger</td>
</tr>
<tr>
<td>Plow</td>
<td>3</td>
<td>8</td>
<td>13</td>
<td>18</td>
<td>23</td>
<td>28 34=Global</td>
</tr>
<tr>
<td>Pwhisper</td>
<td>4</td>
<td>9</td>
<td>14</td>
<td>19</td>
<td>24</td>
<td>29 35=Random</td>
</tr>
</tbody>
</table>

Table 6.8: The definition of each bit information in \texttt{T*TGMask##} RQ.

Because the history buffer is hard to access, a moderated livetime correction is implemented based only on the four triggers before the global trigger. Thus, if a TrigEnable command is issued within four triggers before the global trigger of an event, bit 34 of at least one of the \texttt{T*TGMask##} with ##=16-19 should have a value of 1. In this case, a livetime in units of microsecond could be recalculated for all events, including those zero livetime events.
In the case that the TrigEnable bit does not exist within the last four triggers before the global trigger, if it is a non-zero livetime event, its livetime value still uses its livetime value; if it is a zero livetime event, it would get tagged and removed. In the latter situation, the TrigEnable bit is missing due to the high trigger rate before the global trigger.

<table>
<thead>
<tr>
<th>Data Sets</th>
<th>Total Events</th>
<th>Zero livetime Events</th>
<th>No TrigEnable</th>
</tr>
</thead>
<tbody>
<tr>
<td>R133 WS</td>
<td>18477856</td>
<td>490054</td>
<td>7 (155236)</td>
</tr>
<tr>
<td>R134 WS</td>
<td>14217827</td>
<td>345553</td>
<td>2</td>
</tr>
<tr>
<td>R133 Ba</td>
<td>71382667</td>
<td>14207771</td>
<td>18</td>
</tr>
<tr>
<td>R134 Ba</td>
<td>55934618</td>
<td>14949154</td>
<td>5</td>
</tr>
<tr>
<td>R133 Cf</td>
<td>1548175</td>
<td>120464</td>
<td>1</td>
</tr>
<tr>
<td>R134 Cf</td>
<td>2514154</td>
<td>114403</td>
<td>1</td>
</tr>
</tbody>
</table>

Table 6.9: Numbers of real zero livetime events without TrigEnable bits found. For R133 WIMP search data, 155236 events with no TrigEnable bits found occur in five out of 39 data series taken between 2012/07/31 and 2012/08/14. There were many tests taking place onsite in this period. Thus, these five data series were removed entirely. This leaves only seven events in the remaining R133 WIMP search data with no TrigEnable bits found.

Compared to the third column in Table 6.9, nearly 100% of the zero livetime events retrieve their true livetimes back in units of microsecond. In addition to increasing the statistics of the WIMP search and Ba and Cf calibration data, the event livetime and total livetime of the experiment get corrected as shown in Table 6.10.
<table>
<thead>
<tr>
<th>Data Sets</th>
<th>livetime (day)</th>
<th>Corrected livetime (day)</th>
<th>Fraction</th>
</tr>
</thead>
<tbody>
<tr>
<td>R133 WS</td>
<td>287.19</td>
<td>287.25</td>
<td>0.019%</td>
</tr>
<tr>
<td>R134 WS</td>
<td>208.82</td>
<td>208.90</td>
<td>0.038%</td>
</tr>
<tr>
<td>R133 Ba</td>
<td>7.34</td>
<td>7.74</td>
<td>5.38%</td>
</tr>
<tr>
<td>R134 Ba</td>
<td>4.62</td>
<td>4.92</td>
<td>6.62%</td>
</tr>
<tr>
<td>R133 Cf</td>
<td>0.45</td>
<td>0.46</td>
<td>1.93%</td>
</tr>
<tr>
<td>R134 Cf</td>
<td>1.42</td>
<td>1.44</td>
<td>1.01%</td>
</tr>
</tbody>
</table>

Table 6.10: The corrected livetime for each data set.
Chapter 7

High Mass WIMP Search

The SuperCDMS experiment searches for WIMPs in a wide mass range from a few GeV/c^2 to several hundreds GeV/c^2. Since the detector response and backgrounds vary according to the energy deposited in the crystal, especially for small energy depositions, different analysis strategies are used when searching for WIMPs with different masses. This chapter describes an analysis conducted with a focus on WIMPs whose masses are above 10 GeV/c^2 but below 1 TeV/c^2.

This high mass WIMP search uses the SuperCDMS Soudan data with a raw exposure of 1657.54 kg-days collected between March 2012 and May 2014. An analysis based on a profile likelihood ratio technique is performed on this data and an exclusion limit is set on the spin-independent WIMP-nucleon cross section at $1.32 \times 10^{-44}$ cm^2 for a 75 GeV/c^2 WIMP at a 90% confidence level.

7.1. Event selection

During the experiment operation, several detectors experienced shorts in either ionization collection channels, phonon collection channels, or both. Such issues affect these detector’s ability to attain good fiducialization or discrimination between signal and background events. A total of five iZIP detectors were not included in the high mass WIMP search analysis. These detectors and their issues were summarized in Table 7.1.

The remaining ten best performing detectors were selected for the high mass WIMP search analysis as shown in Table 7.2. Although they were mostly free of channel shorts, a few of the detectors had issues that required special consideration (see Table 7.3). The top
half of iT3Z1 and the bottom half of iT3Z3 were excluded from the analysis because of the existence of lead source plates.

<table>
<thead>
<tr>
<th>Detector</th>
<th>Ionization Shorts</th>
<th>Phonon Shorts</th>
</tr>
</thead>
<tbody>
<tr>
<td>iT1Z2</td>
<td>inner and outer channels, top face</td>
<td>channels A and C, bottom face</td>
</tr>
<tr>
<td>iT1Z3</td>
<td>inner and outer channels, top face</td>
<td>channel A, top face</td>
</tr>
<tr>
<td>iT4Z1</td>
<td>inner channel, top face</td>
<td></td>
</tr>
<tr>
<td>iT5Z1</td>
<td>inner and outer channels, top face</td>
<td>channel A, top face</td>
</tr>
<tr>
<td>iT5Z3</td>
<td>outer channel, top face</td>
<td>channel C, bottom face</td>
</tr>
</tbody>
</table>

Table 7.1: Shorts that prevent these five detectors to be included in the final high mass WIMP search analysis.

<table>
<thead>
<tr>
<th>T1</th>
<th>T2</th>
<th>T3</th>
<th>T4</th>
<th>T5</th>
</tr>
</thead>
<tbody>
<tr>
<td>iT1Z1</td>
<td>iT2Z1</td>
<td>iT3Z1 (bottom half)</td>
<td>iT4Z2</td>
<td>iT5Z2</td>
</tr>
<tr>
<td>iT2Z2</td>
<td>iT3Z2</td>
<td>iT4Z3</td>
<td></td>
<td></td>
</tr>
<tr>
<td>iT2Z3</td>
<td>iT3Z3 (top half)</td>
<td>iT4Z3</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 7.2: The ten best performing detectors selected for the high mass WIMP search analysis.

In order to select a sample of good events for the analysis, several event selection criteria (cuts) were applied to the data. Since the SuperCDMS Soudan data types included WIMP search, $^{252}$Cf calibration and $^{133}$Ba calibration, a common cut set was selected for all data types to avoid systematic errors. A brief introduction of this cut set is summarized in the following list (see Appendix B for a more detailed cut list and Table 3.3 for quantity definitions).

- Data quality cut: to select good quality events.
  - cPreSelection: It consists of a large number of data quality cuts.
Detector | Special Notes
---|---
iT2Z3 | Some phonon issues on channels B and D, top face
iT3Z1 | Side 1 data excluded due to the $^{210}$Pb source plate
iT3Z3 | Side 2 data excluded due to the $^{210}$Pb source plate
iT5Z2 | CDMSlite operating mode takes a significant amount of livetime

Table 7.3: Special notes for some good detectors being selected in the high mass WIMP search analysis.

- Charge radial fiducial volume selection cuts: a combination of charge cuts to select events within a charge radial fiducial volume and remove the low yield high-radius events.
  - $c_{Qin1\_blind\_v53}$
  - $c_{Qin2\_blind\_v53}$
  - $-0.2 < qrpart1OF < 0.5$
  - $-0.2 < qrpart2OF < 0.5$

- Charge depth fiducial volume selection cuts: a combination of charge energy symmetry cuts to select events within a charge depth fiducial volume and remove the low yield surface events.
  - $c_{Qsym\_blind\_v53}$
  - $-0.3 < qzpartOF < 0.3$

- Single-scatter event selection cut: select events that have energy deposition in only one detector since a WIMP only interacts once in the detector.
  - $\sim c_{PmultTight\_blind\_v53}$

- Non-source side cuts: select events on the non-source side of two detectors to avoid the large amount of low yield surface events from the $^{210}$Pb source plates installed.
  - $pzpartOF < 0$ for iT3Z1 and $pzpartOF > 0$ for iT3Z3
In order to search for WIMPs, a two-dimensional parameter space constructed from phonon recoil energy \( \text{precoil}_{\text{NF}} \) and ionization yield \( \text{yt}_{\text{NF}} \) were selected to model WIMP signals and background sources. In the phonon recoil energy dimension, WIMPs with different masses have different spectra, which provides us a possibility to model them individually. An energy range between 20 keV and 150 keV was selected for this analysis. In the ionization yield dimension, the ionization yield of a nuclear recoil event was about one third of that of a bulk electron recoil with the same total energy deposition according to Lindhard theory [44]. Since the yield of bulk electron recoils were calibrated to be 1, a yield range between 0.05 and 1.2 were selected for this analysis. Phonon recoil energy and ionization yield were assumed to be uncorrelated within this two-dimensional interested range.

### 7.2. Background Modeling

In this analysis we considered three background sources, which were neutrons, gammas and surface events. They have different distributions in the phonon recoil energy and the ionization yield dimensions. Thus, different data types were selected to model them individually. In order to generate probability density functions (PDFs) of these background models for the likelihood function, Gaussian fit (see Appendix C.1) and kernel density estimation (KDE) method [67] were first used to achieve 1-D continuous background event distributions in both dimensions separately. Then the 1-D PDF in the phonon recoil energy dimension was generated by normalizing the distribution function between 20 keV and 150 keV and 1-D PDF in the ionization yield dimension was generated by normalizing the distribution function between 0.05 and 1.2. The probability outside the interested range was set to zero in both dimensions.

#### a) Neutron Background Modeling

The neutron background model was constructed using the \(^{252}\text{Cf} \) calibration data. \(^{252}\text{Cf} \) was a neutron source, which could provide a sample of neutron-induced nuclear recoil events in the detectors. In the yield dimension, the neutron-induced nuclear recoil events in the
range of $\text{precoiltNF} \in [20, 150]$ keV distributed symmetrically around $\sim 0.3$, which appeared to be a Gaussian. A fitting range of $\text{ytNF} \in [0.15, 0.45]$ was selected to enclose the center region of these nuclear recoil events and a Gaussian was performed. The result Gaussian would then be normalized to a PDF that was the neutron background model in the yield dimension. In the phonon recoil energy dimension, a nuclear recoil band cut ($c_{\text{NR}, \text{ytNF}_3\sigma}$, see Appendix B) was used to select the the neutron-induced nuclear recoil events. A KDE was calculated to generate a continuous distribution in the range of $\text{precoiltNF} \in [10, 160]$ keV, which was intentionally selected to avoid the potential inconsistent feature of the KDE at the energy boundaries. Once the 1-D yield and phonon recoil energy distributions were derived, they were normalized to 1-D PDFs within the interested ranges separately, which were used to model neutron background in these two dimensions (see Fig. 7.1 and 7.2).

b) Gamma Background Modeling

The gamma background model was constructed using both the $^{133}$Ba calibration data and blinded WIMP search data. $^{133}$Ba was a gamma source, which could provide a sample of electron recoil events in the range of $\text{precoiltNF} \in [20, 150]$ keV in the detectors. Since it could produce both bulk and surface electron recoil events, it was only used to generate the gamma background model in the yield dimension. In the range of $\text{ytNF} \in [0, 1.4]$, a KDE was calculated to achieve a continuous yield distribution for the gammas. In phonon recoil energy distribution blinded WIMP search data was used to generate the gamma background model. A yield selection cut $\text{ytNF} \in [0.85, 1.2]$ was applied in order to select a clean bulk electron recoil event sample. A continuous phonon recoil energy distribution was generated from the calculation of a KDE in the range of $\text{precoiltNF} \in [10, 160]$ keV. Once the 1-D yield and phonon recoil energy distributions were derived, they were normalized to 1-D PDFs within the interested ranges separately, which were used to model gamma background in these two dimensions (see Fig. 7.3 and 7.4).
Figure 7.1: The top plot shows a Gaussian is fit from the NR sample in the yield (ytNF) dimension in iT2Z1 using the $^{252}$Cf calibration data. The bottom plot shows that a PDF is calculated from the above fit.
Figure 7.2: The top plot shows a KDE is calculated from the NR sample in the phonon recoil energy (precoiltNF) dimension in iT2Z1 using the $^{252}$Cf calibration data. The bottom plot shows that a PDF is calculated from the above KDE.
Figure 7.3: The top plot shows a KDE is calculated from the bulk ER sample in the yield (\(yt_{\text{NF}}\)) dimension in iT2Z1 using the \(^{133}\text{Ba}\) calibration data. The bottom plot shows that a PDF is calculated from the above KDE.
Figure 7.4: The top plot shows that a KDE is calculated from the bulk ER sample in the phonon recoil energy (precoiltNF) dimension in iT2Z1 using the blinded WIMP search data. The bottom plot shows that a PDF is calculated from the above KDE.
c) Surface Background Modeling

The surface background model was constructed using a surface event data set that was generated from the open WIMP search data [68]. The two source detectors, which had a large number of surface event sample, were used to map to the other detectors and generate weighted surface events in them. Since one $^{210}$Pb source plate was above the side 1 of iT3Z1, the surface events on this side of iT3Z1 were used to map to the top sides of all other detectors. Similarly, the surface events on the bottom sides of all other detectors were mapped from those on the side 2 of iT3Z3.

In the yield dimension, a KDE was calculated for the surface events with \( \text{precoiltNF} \in [20, 150] \) keV in a yield range of \( \text{ytNF} \in [0, 1.4] \) to achieve a continuous distribution. In the phonon recoil energy dimension, another KDE was calculated for the surface events with \( \text{ytNF} \in [0.05, 1.2] \) in \( \text{precoiltNF} \in [10, 160] \) keV. Then they were normalized to 1-D PDFs within the interested ranges separately, which were used to model surface background in these two dimensions (see Fig. 7.5 and 7.6).

7.3. WIMP Signal Modeling

For the WIMP signal model, we also needed 1-D PDFs in both yield and phonon recoil energy dimensions. Since the yield distribution of the neutron-induced nuclear recoil events was indistinguishable from that of the WIMP-induced nuclear recoil events, the 1-D PDF of neutron background model in the yield dimension was used as WIMP signal model in the yield dimension. In the recoil energy dimension the 1-D PDF was derived from the WIMP spectrum corrected by a signal efficiency.

In order to derive the WIMP spectrum, a calculation proposed by Lewin and Smith [42] was used. Among a number of parameters that go into the WIMP spectrum calculation, the spin-independent WIMP-nucleon cross section, \( \sigma_{\text{SI}} \), and the WIMP mass, \( M_{\text{WIMP}} \), were the two of most interest to us. Since \( \sigma_{\text{SI}} \) was linear in the differential WIMP event rate
Figure 7.5: The top plot shows a KDE is calculated from the surface event sample in the yield ($y_{tNF}$) dimension in iT2Z1 using the surface event data set. The bottom plot shows that a PDF is calculated from the above KDE.
Figure 7.6: The top plot shows a KDE is calculated from the surface event sample in the phonon recoil energy ($\text{precoiltNF}$) dimension in iT2Z1 using the surface event data set. The bottom plot shows that a PDF is calculated from the above KDE.
calculation, a $\sigma_{SI}$ value of $10^{-45}$ cm$^2$ was selected for the generation of WIMP signal model in this analysis. The WIMP spectra with other $\sigma_{SI}$ values could be derived from this by a simple linear scaling.

For a Ge target, whose atomic number is $\sim$76, and a spin-independent WIMP-Ge cross section $\sigma_{SI} = 10^{-45}$ cm$^2$, WIMP spectra in the iZIP detector were calculated. Figure 7.7 illustrates the differential WIMP event rate in Ge for ten different WIMP masses. In this analysis, WIMP signal models of nine WIMP masses were built and studied, which were 25, 50, 75, 100, 125, 150, 250, 500 and 750 GeV/$c^2$.

![WIMP Signal Rate](image_url)

Figure 7.7: Calculated WIMP spectra in Ge target for different WIMP masses [42] with an assumption that the spin-independent WIMP-nucleon cross section is $10^{-45}$ cm$^2$.

In order to avoid systematic effect among different background models, a common set of event selection cuts was applied to different data sets when deriving these three background models. Thus, an efficiency on the WIMP signal needed to be accounted for due to the application of this cut set. In addition to the data quality, fiducial volume and single-scatter selection cuts listed in Section 7.1, the selection of interested yield range $y_{tNF} \in [0.05,$
1.2] and the trigger efficiency were also considered in the signal efficiency calculation. By combining all these efficiencies together, an energy-dependent signal efficiency for each iZIP detector was derived (see Fig. 7.8). Integrating this signal efficiency with a WIMP spectrum for a given WIMP mass from the theoretical calculation, a WIMP spectrum within the same parameter space as the background models in a iZIP detector was calculated (see Fig. 7.9). Thus, by normalizing the efficiency-corrected WIMP spectrum between 20 and 150 keV recoil energy, the WIMP signal model for a given WIMP mass was generated (see Fig. 7.10). The probability of the WIMP signal outside the interest range is set to zero in both yield and recoil energy dimensions.

![Zip 4 Combined Efficiency](image)

Figure 7.8: Combined cut efficiency (red) for the WIMP signal within 15 and 155 keV phonon recoil energy in iT2Z1.

### 7.4. Likelihood Ratio

According to the Neyman-Pearson lemma [69], if a test statistic is constructed in the form of likelihood ratio, then this likelihood ratio test is the most powerful test when rejecting $H_0$ and accepting $H_1$ at a significance level $\alpha$. This applies to both simple hypotheses and composite hypotheses. Take a distribution function $f(x_1, x_2, ..., x_n; \theta_1, \theta_2, ..., \theta_m)$ as an ex-
Figure 7.9: This plot shows the comparison between the WIMP spectrum for a 75 GeV WIMP in iT2Z1 after taking the efficiency into account (red) and the WIMP spectrum from theoretical calculation (green).

Figure 7.10: This plot shows the generation of WIMP signal PDF (red) from the efficiency-corrected WIMP spectrum in iT2Z1 for a 75 GeV WIMP between 20 and 150 keV phonon recoil energy with the assumption of $\sigma_{SI}=10^{-45}$ cm$^2$. 
ample, if in a hypothesis where the \( \theta \)'s have specified values, then this test is called a simple hypothesis. If the \( \theta \)'s have a set of values, then this test is called a composite hypothesis.

Composite hypothesis is more general and complicated. Assuming the parameter \( \theta \) is in the parameter space of a set \( \Omega \) and \( \Omega_0 \) is a subset of \( \Omega \), a hypothesis test could be stated as

- \( H_0: \theta \in \Omega_0 \)
- \( H_1: \theta \in \Omega \)

With the likelihood function \( L(\theta; x) = f(x; \theta) = f(x_1, x_2, ..., x_n; \theta_1, \theta_2, ..., \theta_m) \), a likelihood ratio test statistic could be constructed as

\[
\lambda(x) = \frac{\sup\{L(\theta; x), \theta \in \Omega_0\}}{\sup\{L(\theta; x), \theta \in \Omega\}}
\]

where \( \sup \) indicates the maximum value of \( L(\theta; x) \) in \( \Omega \) or \( \Omega_0 \) if they do have one.

After Neyman and Pearson suggested this likelihood ratio method for composite hypotheses by applying the principle of maximum likelihood, Wilks went one step further to suggest that if one constructed a test statistic in the form of

\[
q_{stat} = -2 \ln(\lambda(x)) \approx \chi^2_{n-m}
\]

If the parameter \( \theta \) has \( n \) degrees of freedom in \( \Omega \) and \( m \) in \( \Omega_0 \), then \( q_{stat} \) approximates a \( \chi^2 \) distribution with \( n - m \) degrees of freedom at a large sample size [70].
7.5. Analysis

Since the ten best performing iZIP detectors were used in this high mass WIMP search analysis, they were combined in the likelihood function \( L(N_s(\sigma_{SI}), N_b) \), which was constructed in the following way

\[
L(N_s(\sigma_{SI}), N_b) = \prod_{d=1}^{10} \left[ \text{Poisson}(N_d; N_{s,d} + N_{b,d}) \times \prod_{i=1}^{N_d} \frac{N_{s,d}f_{s,d} + N_{b,d}f_{b,d}}{N_{s,d} + N_{b,d}} \right] \times \text{Gauss}(\mu_{n,d}, \sigma_{n,d}) \tag{7.4}
\]

where

- the indices s,b,d represent signal, background, detector respectively.
- \( N_s \) is the total number of signal events, which is the parameter of primary interest. It is the sum of the expected signal number, \( N_{s,d} \), in each detector. \( N_{s,d} \) differs from detector-to-detector because of detector-dependent efficiency and exposure.
- \( N_{b,d} \) is the total number of background events \( N_b \) in detector \( d \), which equals to \( N_{n,d} + N_{g,d} + N_{sf,d} \) with n, g, sf stand for neutrons, gammas and surface events. There are 30 background nuisance parameters in total.
- \( N_d \) is the number of events that pass the selection cuts in detector \( d \).
- \( \text{Poisson}(N_d; N_{s,d} + N_{b,d}) = \frac{(N_{s,d}+N_{b,d})^{N_d}}{N_d!} e^{-(N_{s,d}+N_{b,d})} \) is the constraint on the observed event \( N_d \) in each detector.
- \( f_{s,d} \) is the 2-D PDF of the WIMP signal model, which equals to \( f_{s,d,p} \cdot f_{s,d,y} \) assuming the recoil energy and yield dimensions are independent. The indices p, y stand for precoilTNF, ytTNF respectively.
- \( f_{b,d} \) is the 2-D PDF of background models, where the background source \( b \) can be n,g,sf. It equals to \( f_{b,d,p} \cdot f_{b,d,y} \) with p, y stand for precoilTNF, ytTNF respectively.
- \( \text{Gauss}(\mu_{n,d}, \sigma_{n,d}) \) is the constraint on the number of expected neutron events.
From this likelihood function, a test statistic \( q(N_s(\sigma_{SI})) \) for this analysis was constructed in the form of

\[
q(N_s(\sigma_{SI})) = -2\ln \frac{L(N_s; \sum_b \sum_{d=1}^{10} \hat{N}_{b,d})}{L(N_s; \sum_b \sum_{det=1}^{10} \hat{N}_{b,d})}
\]  

(7.5)

where \( \hat{N}_{b,d} \) (\( b = n, g, sf; d= 1,...,10 \)) is the conditional optimal value for each background in each detector when the total signal number \( N_s \) is fixed, and \( \hat{N}_{b,d} \) (\( b = n, g, sf; d= 1,...,10 \)) is the unconditional optimal value when every parameter is not constrained.

In order to search for the optimal values for all the parameters, the likelihood function was expanded, simplified, and then converted to a log-likelihood form. Since the test statistic consists of two independent log-likelihood function terms, the maximization of each of them were performed separately. The extended likelihood function was in the form of

\[
L(N_s(\sigma_{SI}), N_b)
\]

\[
= \prod_{det=1}^{10} \left[ \text{Poisson}(N_d; N_{s,d} + N_{b,d}) \times \prod_{i=1}^{N_d} \frac{N_{s,d}f_{s,d} + N_{b,d}f_{b,d}}{N_{s,d} + N_{b,d}} \times \text{Gauss}(\mu_{n,d}, \sigma_{n,d}) \right] \\
= \prod_{det=1}^{10} \left[ \frac{(N_{s,d} + N_{b,d})^{N_d}}{N_d!} e^{-\left(N_{s,d} + N_{b,d}\right)} \times \prod_{i=1}^{N_d} \frac{N_{s,d}f_{s,d} + N_{b,d}f_{b,d}}{N_{s,d} + N_{b,d}} \right] \\
\times \frac{1}{\sqrt{2\pi \sigma_{n,d}}} e^{\frac{-\left(N_{n,d} - \mu_{n,d}\right)^2}{2\sigma_{n,d}^2}} \\
= \prod_{det=1}^{10} \left[ \frac{1}{N_d!} \times \prod_{i=1}^{N_d} (N_{s,d}f_{s,d} + N_{b,d}f_{b,d}) \right] \\
\times \frac{1}{\sqrt{2\pi \sigma_{n,d}}} e^{\frac{-\left(N_{n,d} - \mu_{n,d}\right)^2}{2\sigma_{n,d}^2}} 
\]  

(7.6)
From this, the form of the log-likelihood function was derived as

\[ \ln(L(N_s(\sigma_{SI}), N_b)) = \sum_{d=1}^{10} \left[ -(N_{n,d} + N_{b,d}) - \ln(N_d!) + \sum_{i=1}^{N_d} \ln(N_{s,d}f_{s,d} + N_{b,d}f_{b,d}) \right. \]

\[ + \left. \left( -\frac{(N_{n,d} - \mu_{n,d})^2}{2\sigma_{n,d}^2} - \ln(\sqrt{2\pi\sigma_{n,d}}) \right) \right] \]

\[ = -N_s(\sigma_{SI}) - \sum_{d=1}^{10} (N_{n,d} + N_{g,d} + N_{s,f,d}) \]

\[ + \sum_{d=1}^{10} \sum_{i=1}^{N_d} \ln(N_{s,d}f_{s,d,p}f_{s,d,y} + N_{n,d,p}f_{n,d,p}f_{n,d,y} + N_{g,d,p}f_{g,d,p}f_{g,d,y} + N_{s,f,d,p}f_{s,f,d,p}f_{s,f,d,y}) \]

\[ - \sum_{d=1}^{10} \left( \frac{(N_{n,d} - \mu_{n,d})^2}{2\sigma_{n,d}^2} \right) + \text{constant} \]

(7.7)

Thus, the test statistic \( q(N_s(\sigma_{SI})) \) could be expressed in two terms as

\[ q(N_s(\sigma_{SI})) = -2\ln\left( \frac{L(N_s; \sum_b \sum_{d=1}^{10} \hat{N}_{b,d})}{L(\hat{N}_s; \sum_b \sum_{d=1}^{10} \hat{N}_{b,d})} \right) \]

\[ = [-2\ln(L(N_s; \sum_b \sum_{d=1}^{10} \hat{N}_{b,d}))] - [-2\ln(L(\hat{N}_s; \sum_b \sum_{d=1}^{10} \hat{N}_{b,d}))] \]

(7.8)

where the conditional log-likelihood function term was in the form of

\[ -2\ln(L(N_s; \sum_b \sum_{d=1}^{10} \hat{N}_{b,d})) \]

\[ = -2[-N_s(\sigma_{SI}) - \sum_{d=1}^{10} (\hat{N}_{n,d} + \hat{N}_{g,d} + \hat{N}_{n,d}) \]

\[ + \sum_{d=1}^{10} \sum_{i=1}^{N_d} \ln(N_{s,d}f_{s,d,p}f_{s,d,y} + \hat{N}_{n,d,p}f_{n,d,p}f_{n,d,y} + \hat{N}_{g,d,p}f_{g,d,p}f_{g,d,y} + \hat{N}_{s,f,d,p}f_{s,f,d,p}f_{s,f,d,y}) \]

\[ - \sum_{d=1}^{10} \left( \frac{(\hat{N}_{n,d} - \mu_{n,d})^2}{2\sigma_{n,d}^2} \right) + \text{constant} \]

(7.9)
and the unconditional log-likelihood function term was in the form of

\[-2\ln(L(\hat{N}_s, \sum_b^{10} \sum_{det=1}^{10} \hat{N}_{b,d}))\]

\[= -2[-\hat{N}_s(\sigma_{SI}) - \sum_{det=1}^{10} (\hat{N}_{n,d} + \hat{N}_{g,d} + \hat{N}_{sf,d})]
\[+ \sum_{det=1}^{10} \sum_{i=1}^{N_d} \ln(\hat{N}_{s,d}f_{s,d,p}f_{s,d,y} + \hat{N}_{n,d,p}f_{n,d,p}f_{n,d,y} + \hat{N}_{g,d,p}f_{g,d,p}f_{g,d,y} + \hat{N}_{sf,d,p}f_{sf,d,p}f_{sf,d,y})
\[+ \sum_{det=1}^{10} \frac{(\hat{N}_{n,d} - \mu_{n,d})^2}{2\sigma_{n,d}^2} + \text{constant}]\]

(7.10)

Notice that the two constant terms cancelled out when these two log-likelihood function terms added up together. Since the background parameters, \(N_{b,d}\), were nuisance parameters and the signal event number, \(N_s\), in the conditional log-likelihood function was the only parameter that could be given a preset value, according to the Wilks’ theorem, the test statistic \(q(N_s(\sigma_{SI}))\) approximates \(\chi^2\) distribution at a large sample size.

With the signal and background models available, the expected signal number in each detector, \(N_{s,d}\), was the only parameter that needed to be determined beforehand, which would sum up to get the total expected signal number \(N_s\). Since the differential signal event rate was the same in each iZIP detector for a given WIMP, the expected signal number in each detector, \(N_{s,d}\), was linked to each other through the spin-independent WIMP-Ge cross section, \(\sigma_{SI}\). Since \(\sigma_{SI}=10^{-45}\) cm\(^2\) was selected in this analysis, \(N_{s,d}\) could be calculated using the signal efficiency-corrected signal rate between 20 keV and 150 keV recoil energy and the exposure. The exposure of each detector were calculated from its target mass and WIMP search livetime as shown in Table 7.4. Thus, the expected WIMP number, \(N_{s,d}\), in each detector was calculated (see Table 7.5).

In order to generate pseudo data sets that could represent the unblinded WIMP search data, the blinded WIMP search data (i.e. the bg-permitted data) was used a proxy for us
<table>
<thead>
<tr>
<th>Detector</th>
<th>Mass (kg)</th>
<th>Livetime (day)</th>
<th>Raw Exposure (kg day)</th>
</tr>
</thead>
<tbody>
<tr>
<td>iT1Z1</td>
<td>0.6095</td>
<td>285.73</td>
<td>174.152</td>
</tr>
<tr>
<td>iT2Z1</td>
<td>0.5974</td>
<td>317.29</td>
<td>189.549</td>
</tr>
<tr>
<td>iT2Z2</td>
<td>0.5913</td>
<td>322.37</td>
<td>190.617</td>
</tr>
<tr>
<td>iT2Z3</td>
<td>0.5791</td>
<td>313.15</td>
<td>181.345</td>
</tr>
<tr>
<td>iT3Z1</td>
<td>0.6034</td>
<td>206.01</td>
<td>124.306</td>
</tr>
<tr>
<td>iT3Z2</td>
<td>0.5913</td>
<td>307.77</td>
<td>181.984</td>
</tr>
<tr>
<td>iT3Z3</td>
<td>0.6095</td>
<td>210.58</td>
<td>128.349</td>
</tr>
<tr>
<td>iT4Z2</td>
<td>0.5974</td>
<td>322.84</td>
<td>192.865</td>
</tr>
<tr>
<td>iT4Z3</td>
<td>0.5943</td>
<td>347.52</td>
<td>206.531</td>
</tr>
<tr>
<td>iT5Z2</td>
<td>0.6065</td>
<td>144.83</td>
<td>87.8394</td>
</tr>
</tbody>
</table>

Table 7.4: Mass and livetime information of the ten best performing detectors in the high mass WIMP search analysis.

<table>
<thead>
<tr>
<th>Detector</th>
<th>25 GeV/c²</th>
<th>75 GeV/c²</th>
<th>250 GeV/c²</th>
</tr>
</thead>
<tbody>
<tr>
<td>iT1Z1</td>
<td>0.00319683</td>
<td>0.0158515</td>
<td>0.00914458</td>
</tr>
<tr>
<td>iT2Z1</td>
<td>0.00360323</td>
<td>0.0184497</td>
<td>0.0107192</td>
</tr>
<tr>
<td>iT2Z2</td>
<td>0.0031119</td>
<td>0.0160296</td>
<td>0.0093617</td>
</tr>
<tr>
<td>iT2Z3</td>
<td>0.00321227</td>
<td>0.0162816</td>
<td>0.00941594</td>
</tr>
<tr>
<td>iT3Z1</td>
<td>0.00105217</td>
<td>0.00517096</td>
<td>0.00298276</td>
</tr>
<tr>
<td>iT3Z2</td>
<td>0.00299828</td>
<td>0.0153303</td>
<td>0.00885563</td>
</tr>
<tr>
<td>iT3Z3</td>
<td>0.000804943</td>
<td>0.00436748</td>
<td>0.00256811</td>
</tr>
<tr>
<td>iT4Z2</td>
<td>0.00314924</td>
<td>0.016161</td>
<td>0.00940785</td>
</tr>
<tr>
<td>iT4Z3</td>
<td>0.00355983</td>
<td>0.0179366</td>
<td>0.010357</td>
</tr>
<tr>
<td>iT5Z2</td>
<td>0.00151446</td>
<td>0.00678244</td>
<td>0.00364566</td>
</tr>
</tbody>
</table>

Table 7.5: Expected WIMP number in each detector between 20 and 150 keV recoil energy after efficiency correction in each detector for three studied WIMP masses with the assumption of $\sigma_{SI}=10^{-45}$ cm².
to get an idea of what the unblinded data should look like. Since there was a ROOT minimizer package ‘Minuit’ [71] available, we switched the maximization of the unconditional log-likelihood function to the minimization of it by multiplying it with -1, which was then in the form of $-2\ln(L(N_s, \sum_b \sum_{det=1}^{10} N_{b,d}))$. An algorithm ‘Migrad’ was selected to perform the minimization and search for the optimal value of each background component, $\hat{N}_{b,d}$.

Since $\hat{N}_{b,d}$ was fit from the blinded data, it was biased due to existence of the blinding region. Thus, some correction was needed to account for the events in the blinding region. The gamma background had a high yield which made it contribute less in the blinding region so its optimal numbers $N_{g,d}$, which was different in each detector, could be used directly in the generation of pseudo data sets. The neutron and surface background sources were both needed to account for the blinding region. The estimated neutron numbers from the SuperCDMS Soudan data [72] were used as the expected neutron numbers $N_{n,d}$. The surface events, $N_{sf,d}$, were accounted for using a scaling factor calculated from the high yield region, which made it unaffected by the blinding. After the blinding region was accounted for, the mean value of each background component in each detector, $\hat{N}_{b,d}$, was shown in Table 7.6.

In order to determine how many events to be generated for each pseudo experiment, the mean value of each background component in each detector was treated as the mean value of a Poisson distribution, then an integer random number was generated from it. In this way, the event number of each of these 30 backgrounds in a pseudo data set was calculated. For each background particle, its phonon recoil energy ($\text{precoil}_\text{NF}$) and ionization yield ($\text{yt}_\text{NF}$) values were generated using random numbers sampled from the two 1-D PDFs in these two dimensions in each detector, which were within 20 and 150 keV for $\text{precoil}_\text{NF}$ and within 0.05 and 1.2 for $\text{yt}_\text{NF}$.

In order to check whether our models had the ability to quantify a signal if there was an excess, we performed a bias test on the input and measured signal event numbers. Pseudo
<table>
<thead>
<tr>
<th>Detector</th>
<th>Neutrons</th>
<th>Gammas</th>
<th>Surface</th>
</tr>
</thead>
<tbody>
<tr>
<td>iT1Z1</td>
<td>0.01172</td>
<td>6386</td>
<td>1.86176e-08</td>
</tr>
<tr>
<td>iT2Z1</td>
<td>0.011995</td>
<td>7222.68</td>
<td>0.942091</td>
</tr>
<tr>
<td>iT2Z2</td>
<td>0.010693</td>
<td>3931.01</td>
<td>3.92105e-08</td>
</tr>
<tr>
<td>iT2Z3</td>
<td>0.017685</td>
<td>17086.5</td>
<td>3.32758</td>
</tr>
<tr>
<td>iT3Z1</td>
<td>0.00327</td>
<td>1465.96</td>
<td>2.1551e-06</td>
</tr>
<tr>
<td>iT3Z2</td>
<td>0.01107</td>
<td>3893.08</td>
<td>6.63579</td>
</tr>
<tr>
<td>iT3Z3</td>
<td>0.00392</td>
<td>2117.75</td>
<td>71.232</td>
</tr>
<tr>
<td>iT4Z2</td>
<td>0.01313</td>
<td>3949.7</td>
<td>0.346243</td>
</tr>
<tr>
<td>iT4Z3</td>
<td>0.01928</td>
<td>16121.1</td>
<td>0.00942946</td>
</tr>
<tr>
<td>iT5Z2</td>
<td>0.0065</td>
<td>1659.77</td>
<td>2.27882</td>
</tr>
</tbody>
</table>

Table 7.6: The mean number of each background in each detector for pseudo data generation after compensating for the blinding region in the bg-permitted data.

Data sets were generated by artificially inserting signal events into different detectors randomly according to their signal efficiencies and exposures. For each of the nine WIMP masses studied, a variation of signal events with numbers of 1 through 4 were tested, where this upper limit $N_s=4$ was derived from the CDMS II-Edelweiss limit [73]. 80 pseudo data sets were generated for each input signal number from each of the nine WIMP masses. In Fig. 7.11, the signal events that were estimated by the models (measured $N_s$) followed the change of the input signal event numbers (input $N_s$) approximately linearly. This result from the bias test indicated that when there was a WIMP signal excess in the detectors, our model had the ability to detect it.

7.6. Exclusion Limit

Before unblinding the high mass WIMP search data, the sensitivity of this analysis was estimated by pseudo experiments. 50 pseudo data sets were generated based on the mean
values of background sources in Table 7.6. The value of the test statistic $q\left(N_s(\sigma_{SI})\right)$

$$q\left(N_s(\sigma_{SI})\right) = -2\ln \frac{L\left(N_s; \sum_b \sum_{d=1}^{10} \hat{N}_{b,d}\right)}{L\left(N_s; \sum_b \sum_{det=1}^{10} \hat{N}_{b,d}\right)}$$  \hspace{1cm} (7.11)

can be calculated when a signal event number $N_s$ is preset.

Since $q\left(N_s(\sigma_{SI})\right)$ asymptotically approximates the distribution of $\chi_1^2$ [74], an upper limit of $N_s$ at a 90% confidence level gives a $\chi_1^2$ value of 2.706. By varying the value of $N_s$ in the nominator, an intersection point of $q\left(N_s(\sigma_{SI})\right)$ and 2.706 can be scanned as shown in Fig. 7.12. Since the expected WIMP number in the detectors are calculated with the assumption of $\sigma_{SI}=10^{-45}$ cm$^2$, the ratio between this $N_s$ upper limit and total expected WIMP number from a particular WIMP mass is the ratio of the $\sigma_{SI}$ upper limit to the value of $10^{-45}$ cm$^2$. Based on the results of the likelihood ratio, a projected sensitivity of this high threshold analysis can be estimated.
After unblinding, the same procedure was run on the high mass WIMP search data. An exclusion limit is set for a WIMP-nucleon spin-independent cross section of $1.32 \times 10^{-44} \text{ cm}^2$ with a WIMP mass of 75 GeV/c$^2$ at 90% confidence level by the profile likelihood ratio technique as shown in Fig. 7.13.

![Wimp Mass = 25 GeV, pseudoExp:0003](image)

Figure 7.12: This plot shows the scan of a signal event number ($N_s$) upper limit in a pseudo experiment at a 90% confidence level for a 25 GeV WIMP with the assumption of $\sigma_{SI} = 10^{-45} \text{ cm}^2$.

There are a few aspects to be noted about the profile likelihood analysis presented in this thesis. The first is the correlation between the phonon recoil energy and yield spaces. The second is the shape uncertainty of the KDEs in the background models.

A 20 keV recoil energy threshold was chosen to avoid the correlation between energy and yield at low energy region, where we know that the ER and NR distributions would flare. The yield of bulk ERs are calibrated to be one so it is energy independent. However, in the energy range of [20, 150] keV, the NR yield distribution increases gradually as the energy increases. The neutron yield model was derived using the whole energy range of
Figure 7.13: This plot shows the exclusion limit of this high mass WIMP search analysis from the profile likelihood ratio technique (dark red curve). A WIMP-nucleon spin-independent cross section of $1.32 \times 10^{-44}$ cm$^2$ with a WIMP mass of 75 GeV/c$^2$ at 90% confidence level is reached. The shaded area between 25 and 750 GeV/c$^2$ WIMP masses is the sensitivity with 2$\sigma$ uncertainties from the profile likelihood ratio technique. The exclusion limit is consistent with the sensitivity estimation before unblinding. The curve in orange is the CDMS-Edelweiss combined limit. The short curve in dark red at the top left is the limit from SuperCDMS Soudan Low-mass WIMP search analysis. The curve in light green is the limit from PICO-60. The curve in magenta is the limit from DarkSide-50. The curve in green is the limit from XENON100.
interest, and the WIMP yield model was the same as the neutrons. Thus, both the signals and neutrons can be either overestimated or underestimated. This would have an effect on the final exclusion limit. However, a study on the estimated neutron numbers gave a total of 0.1 neutrons in the entire WIMP search data, which restricts this correlation effect on the limit to a small amount.

This exclusion limit curve has not had the KDE shape uncertainty propagated into it yet. A description of the KDE shape uncertainty needs to be incorporated into the analysis. The uncertainties at each point are independent. Thus, the shape uncertainty cannot be described by one Gaussian constraint in the likelihood function.

One possible method is to do this in a binned way. For example, a KDE can be divided into ten bins in its range and the uncertainty in each bin is described using the uncertainty (\(\sigma\)) at its center value. The KDE in each bin would then be scaled up or down by \(f(y) + k\sigma\), where \(k\) is the scaling factor in this bin. This factor \(k\) would be treated as a nuisance parameter in a Gaussian constraint on the KDE in this bin, which is in the form of Gauss(\(k|0,1\)). Since we have three backgrounds, ten detectors, two dimensions, and ten bins for each KDE, there would be an additional \(3 \times 10 \times 2 \times 10 = 600\) nuisance parameters introduced into the current likelihood function, where it has already had 31 parameters. In addition, here I only assume a ten-bin division of the KDEs, and it has already given us 631 parameters in total. If we want more bins to better approximate the continuous case, there would be even more parameters in the likelihood function. This is quite unpractical when maximizing it.

However, in order to quantify how well the background models represent the data at the low statistic region, I did a check on the background numbers predicted by the models with the actual event numbers from direct counting in the low yield region. The results show that the predictions from the models match the actual event counts quite well within the Poisson error range except for detector iT3Z3. This indicates that the KDE shape uncertainty is
not that significant for nine of the ten detectors. The cause of the mismatch of the KDE prediction and the direct counting in iT3Z3 is still unknown, and further investigation is needed if this analysis is to be improved.

At this point I did not propagate any shape uncertainty of the background models into the final limit. If in the future there is a more practical way to incorporate the background model shape uncertainty, it is absolutely necessary to propagate it into the limit.
Chapter 8
Conclusion and Future

In this dissertation, I have described and discussed many selected studies that I have done on both SuperCDMS Soudan and SuperCDMS SNOLAB. Among them, the high mass WIMP search analysis using a profile likelihood ratio method and the simulation efforts on a potential active neutron veto system at SNOLAB are the two biggest and most futuristic projects. Although these works have reached some conclusions and come to a temporary stop point, there are still lots of space to move forward and improve.

8.1. Analysis with a Profile Likelihood Ratio Method

This is the first effort in the SuperCDMS collaboration to perform a WIMP search analysis using a profile likelihood ratio method with background and signal models in two unbinned dimensions. Many detailed directions were tried and searched along the way. There are a few aspects to notice for future improvements.

In this high mass WIMP search analysis, the reduction of signal efficiency, or spectrum average exposure, was over 50% due to the cut set selected, especially the tight charge fiducial volume cuts. In order to make the WIMP signal region as clean as possible so the model would be sensitive to the change of signal number $N_s$ in it, a combination of six charge fiducial volume cuts were set and used. This analysis did not make a large effort to optimize the cut settings and this is one area that could be improved in a future analysis.

The next aspect to notice is the selection of data to generate background models. Compared to the traditional way of using only the $^{133}$Ba calibration data to model the gamma background, we selected to use a strip of WIMP search open data to model the gamma
background distribution in the phonon energy dimension. This makes the gamma model less affected by the surface events. In the future, an investigation into mixing both the traditional method and the method used in this analysis may produce a better gamma background model.

The third aspect is the working parameter space. In this analysis we selected to work in the phonon recoil energy and the ionization yield space with an assumption that these two dimensions are uncorrelated. In a future analysis, a combination of more parameters could be considered and explored to see which ones provide the most powerful discrimination. Furthermore, it could be beneficial to incorporate correlated quantities into the algorithm.

The fourth aspect is the energy threshold and the low-mass WIMP region. Currently, the energy threshold of this analysis is set at 20 keV due to the energy dependent resolution and trigger efficiency of the detectors at low energy. If the detector performance at low energy was improved, this analysis could easily be extended to lower energies.

The fifth aspect is the minimization algorithm for searching the unconditional and conditional minimums and the best-fit values for all the parameters. With over 30 parameters in the likelihood function, the Migrad minimization algorithm needs thousands of function calls to find the true minimum. There are many other minimization packages and algorithms being developed. The Minuit package and the Migrad algorithm are examples of these. A new choice may shorten the running time of the script needed to find the true minimum.

The sixth aspect is to implement a safeguard against overestimating or underestimating your background in the likelihood function as described by Ref. [75]. At the earlier stage of this analysis, safeguards were implemented on both the neutron and surface backgrounds. However, at that time the tuning of cuts and the 1-D PDFs were the largest affect on the stability of the models. The protection provided by this safeguard method was only on the
order of $\sim 1\%$ and introduced 20 additional nuisance parameters into the minimization process. This added significant computation time to the analysis with minimum benefit, thus it was not used in the final analysis. Further investigation into this technique in the future could result in better protection against signal-like background sources.

Last but not least, a more effective and efficient way is highly suggested to scan the interception point where the test statistic distribution meets the $\chi^2=2.706$ line (90% confidence level). The interception points in different pseudo data sets may vary and different WIMP masses can affect these as well. A large interval in $N_s$ could make the cross section limit fluctuate more, while a delicate step size may cost your computing consumption increase dramatically.

8.2. Future Experiment at SNOLAB

Lots of designs have been proposed for the geometry of the experimental setup at SuperCDMS SNOLAB. The current proposed design has changed significantly compared to years ago. An active neutron veto layer is still a promising structure but will not be available at SNOLAB due to the budget factor. The current design uses all passive shielding layers.

Since a material itself is also a source of contamination, a balance need to be made between introducing a new structure and deal with the change of background rates in the detectors. Compared to the option of plastic neutron veto layer, a liquid neutron veto system brings in a tank to hold it as well. Even with this new introduction, the ability of an neutron veto system to identify, tag and reduce those single-scatter neutrons in the detectors with at least 90% efficiency is still much more beneficial. If possible, the implementation of an active neutron veto system at SuperCDMS SNOLAB will greatly reduce the single-scatter neutron background in the detectors.
Appendix A
Neutron Emission Spectra from Uranium and Thorium Decays

In order to investigate the effect changes to the SuperCDMS SNOLAB experiment design have on the experiment’s neutron background, neutron emission spectra from a number of materials are generated using SOURCES-4A software. Below are the neutron spectra I generated using SOURCES-4A for a variety of materials that were investigated during the design process. The calculations are based on the assumptions that the uranium and thorium decay chains are in secular equilibrium and that their concentration is 1 ppb.

a) Carbon Fiber Rod

<table>
<thead>
<tr>
<th>Density</th>
<th>Component</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.80 g/cm$^3$</td>
<td>Carbon</td>
</tr>
</tbody>
</table>

Table A.1: Information about Carbon Fiber Rod.

<table>
<thead>
<tr>
<th></th>
<th>Uranium [n·s$^{-1}$.cm$^{-3}$]</th>
<th>Thorium [n·s$^{-1}$.cm$^{-3}$]</th>
</tr>
</thead>
<tbody>
<tr>
<td>(α, n) process</td>
<td>3.762 × 10$^{-11}$</td>
<td>1.719 × 10$^{-11}$</td>
</tr>
<tr>
<td>Spontaneous fission</td>
<td>2.435 × 10$^{-11}$</td>
<td>2.814 × 10$^{-16}$</td>
</tr>
<tr>
<td>Total</td>
<td>6.197 × 10$^{-11}$</td>
<td>1.719 × 10$^{-11}$</td>
</tr>
</tbody>
</table>

Table A.2: Neutron Yield in Carbon Fiber Rod (see Fig. A.1).
Figure A.1: Neutron emission spectra from uranium (top) and thorium (bottom) in Carbon Fiber Rod
b) Kapton

<table>
<thead>
<tr>
<th>Density</th>
<th>Formula</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.42 g/cm³</td>
<td>[C(<em>{22})H(</em>{10})N(_2)O(_5)](_n)</td>
</tr>
</tbody>
</table>

Table A.3: Information about Kapton.

<table>
<thead>
<tr>
<th>Uranium [n⋅s(^{-1})⋅cm(^{-3})]</th>
<th>Thorium [n⋅s(^{-1})⋅cm(^{-3})]</th>
</tr>
</thead>
<tbody>
<tr>
<td>((\alpha, n)) process</td>
<td>2.351 \times 10^{-11}</td>
</tr>
<tr>
<td>Spontaneous fission</td>
<td>1.921 \times 10^{-11}</td>
</tr>
<tr>
<td>Total</td>
<td>4.272 \times 10^{-11}</td>
</tr>
</tbody>
</table>

Table A.4: Neutron Yield in Kapton (see Fig. A.2).
Figure A.2: Neutron emission spectra from uranium (top) and thorium (bottom) in Kapton
c) MuMetal

<table>
<thead>
<tr>
<th>Element</th>
<th>Mass Fraction</th>
</tr>
</thead>
<tbody>
<tr>
<td>C</td>
<td>0.02%</td>
</tr>
<tr>
<td>Si</td>
<td>0.35%</td>
</tr>
<tr>
<td>Mn</td>
<td>0.50%</td>
</tr>
<tr>
<td>Fe</td>
<td>14.93%</td>
</tr>
<tr>
<td>Ni</td>
<td>80.00%</td>
</tr>
<tr>
<td>Mo</td>
<td>4.20%</td>
</tr>
</tbody>
</table>

Table A.5: Components of MuMetal with a density of 8.747 g/cm³.

<table>
<thead>
<tr>
<th></th>
<th>Uranium [n⋅s⁻¹⋅cm⁻³]</th>
<th>Thorium [n⋅s⁻¹⋅cm⁻³]</th>
</tr>
</thead>
<tbody>
<tr>
<td>(α, n) process</td>
<td>1.087 × 10⁻¹¹</td>
<td>1.604 × 10⁻¹¹</td>
</tr>
<tr>
<td>Spontaneous fission</td>
<td>1.183 × 10⁻¹⁰</td>
<td>1.367 × 10⁻¹⁵</td>
</tr>
<tr>
<td>Total</td>
<td>1.292 × 10⁻¹⁰</td>
<td>1.604 × 10⁻¹¹</td>
</tr>
</tbody>
</table>

Table A.6: Neutron Yield in MuMetal (see Fig. A.3).
Figure A.3: Neutron emission spectra from uranium (top) and thorium (bottom) in MuMetal.
d) Shotcrete at SNOLAB

<table>
<thead>
<tr>
<th>Element</th>
<th>Mass Fraction</th>
</tr>
</thead>
<tbody>
<tr>
<td>Al</td>
<td>6.04%</td>
</tr>
<tr>
<td>Ca</td>
<td>9.54%</td>
</tr>
<tr>
<td>Fe</td>
<td>2.54%</td>
</tr>
<tr>
<td>K</td>
<td>1.76%</td>
</tr>
<tr>
<td>Mg</td>
<td>1.18%</td>
</tr>
<tr>
<td>Mn</td>
<td>0.37%</td>
</tr>
<tr>
<td>Na</td>
<td>2.25%</td>
</tr>
<tr>
<td>Si</td>
<td>27.9%</td>
</tr>
<tr>
<td>H</td>
<td>0.04%</td>
</tr>
<tr>
<td>C</td>
<td>0.04%</td>
</tr>
<tr>
<td>O</td>
<td>48.0%</td>
</tr>
</tbody>
</table>

Table A.7: Components of Shotcrete with a density of 2.30 g/cm$^3$ [76].

<table>
<thead>
<tr>
<th></th>
<th>Uranium [n·s$^{-1}$·cm$^{-3}$]</th>
<th>Thorium [n·s$^{-1}$·cm$^{-3}$]</th>
</tr>
</thead>
<tbody>
<tr>
<td>($\alpha$, $n$) process</td>
<td>$7.484 \times 10^{-11}$</td>
<td>$1.512 \times 10^{-11}$</td>
</tr>
<tr>
<td>Spontaneous fission</td>
<td>$3.111 \times 10^{-11}$</td>
<td>$3.595 \times 10^{-16}$</td>
</tr>
<tr>
<td>Total</td>
<td>$1.059 \times 10^{-10}$</td>
<td>$1.512 \times 10^{-11}$</td>
</tr>
</tbody>
</table>

Table A.8: Neutron Yield in shotcrete (see Fig. A.4).
Figure A.4: Neutron emission spectra from uranium (top) and thorium (bottom) in shotcrete at SNOLAB.
Appendix B

Data Selection Criteria for the High Mass WIMP Search Analysis

We define cuts based on data quality and fiducial volume. Frequently used cuts are grouped into high level cuts such as \texttt{cGoodEv.v53} and \texttt{cLiveTime.v53-HT} to help maintain consistency. Each cut in the list below comes with a short description in one sentence. The purpose of this section is to provide a brief introduction to the cut’s purpose. A “∼” sign is placed in front of cuts where the “NOT” condition applies. More detailed cut development summary can be found in this dissertation [77].

<table>
<thead>
<tr>
<th>Cut Category</th>
<th>Table</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fundamental Data Quality</td>
<td>B.2, B.3, B.4, B.5</td>
</tr>
<tr>
<td>Fiducial Volume Signal Selection</td>
<td>B.6, B.7, B.8</td>
</tr>
<tr>
<td>Muon Veto</td>
<td>B.9</td>
</tr>
<tr>
<td>Single-scatter NR Selection</td>
<td>B.10</td>
</tr>
</tbody>
</table>

Table B.1: A summary guide to cut tables.
<table>
<thead>
<tr>
<th>Individual Cut</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>cPChiSq_v53</td>
<td>Removes events with high phonon $\chi^2$ values</td>
</tr>
<tr>
<td>cPstd_v53</td>
<td>Removes events with phonon prepulse noise not consistent with series phonon noise</td>
</tr>
<tr>
<td>~cGlitch1_v53</td>
<td>Removes high frequency phonon glitches based on optimal filter template comparison</td>
</tr>
<tr>
<td>Empty=0</td>
<td>Removes events in the detectors with no trigger (except for the WIMP search data)</td>
</tr>
<tr>
<td>~cLFnoise1_v53</td>
<td>Removes low frequency noise based on optimal filter template comparison</td>
</tr>
<tr>
<td>~cGlitch_133</td>
<td>Removes events with large differences between charge and phonon trigger numbers</td>
</tr>
<tr>
<td>cGoodPStartTime_v53</td>
<td>Removes events with $\text{PTOFdelay}$ outside a time range around the global phonon trigger</td>
</tr>
<tr>
<td>~cPsat_133</td>
<td>Removes events having saturated pulse in at least one phonon channel</td>
</tr>
<tr>
<td>cQChiSq_v53</td>
<td>Removes events with high charge $\chi^2$ values</td>
</tr>
<tr>
<td>cQstd_v53</td>
<td>Removes events with charge pre-pulse noise not consistent with series charge noise</td>
</tr>
<tr>
<td>~cQsat_133</td>
<td>Removes events having saturated pulse in at least one charge channel</td>
</tr>
</tbody>
</table>

Table B.2: Individual Cuts in $c\text{GoodEv}_v53$ umbrella cut.
<table>
<thead>
<tr>
<th>Individual Cut</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>c133</td>
<td>Selects series in the run 133 time period                                                                                             (01/01/2012-07/10/2013)</td>
</tr>
<tr>
<td>c134</td>
<td>Selects series in the run 134 time period                                                                                             (07/10/2013-07/17/2014)</td>
</tr>
<tr>
<td>c135</td>
<td>Selects series in the run 135 time period                                                                                             (after 09/08/2014)</td>
</tr>
<tr>
<td>cGoodBiasTime_133</td>
<td>Removes series with too long data collection time</td>
</tr>
<tr>
<td>~cBadSeries_133</td>
<td>Removes series marked as “bad” in the DQ table and a few other bad problems</td>
</tr>
<tr>
<td>~cBadGPStime_133</td>
<td>Removes events with abs(GPS_time-EventTime)&gt;17 s</td>
</tr>
<tr>
<td>cFinalPhononSettings_133</td>
<td>Removes bad series related to QET and SQUID settings</td>
</tr>
<tr>
<td>~cTrigBurst_133</td>
<td>Removes series experiencing trigger bursts or partial trigger bursts</td>
</tr>
<tr>
<td>~cErrMask_133</td>
<td>Removes problematic events identified by the ErrorMask RQ</td>
</tr>
<tr>
<td>cGoodDCOffset_v53</td>
<td>Removes events with a DC offset larger than a certain distance from the mean DC offset</td>
</tr>
<tr>
<td>cGoodBaseTemp_v53</td>
<td>Removes events or short period of events collected when the base temperature was not in the good range</td>
</tr>
<tr>
<td>~cQhighnoise_v53</td>
<td>Removes events or short period of events occurring in a high charge noise environment</td>
</tr>
<tr>
<td>~cBadLED_v53</td>
<td>Removes periods with not-good LED status</td>
</tr>
<tr>
<td>~cSquarePulse_v53</td>
<td>Removes events showing square pulses in the phonon channels</td>
</tr>
<tr>
<td>~cBadOFRes_v53</td>
<td>Removes series with poor optimal filter energy resolutions</td>
</tr>
<tr>
<td>cGoodHV_v53</td>
<td>Removes events with non-consistent CDMSlite HV bias</td>
</tr>
<tr>
<td>~cNoTrigEnable_v53</td>
<td>Removes zero livetime events with no trigger-enable bits found</td>
</tr>
<tr>
<td>~cGlitch_133</td>
<td>Removes events with large differences between charge and phonon trigger numbers</td>
</tr>
</tbody>
</table>

Table B.3: Individual Cuts in cLiveTime_v53 HT umbrella cut (continue in the next page).
<table>
<thead>
<tr>
<th>Individual Cut</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>cPstd_v53</td>
<td>Removes events with phonon pre-pulse noise not consistent with series phonon noise</td>
</tr>
<tr>
<td>cQstd_v53</td>
<td>Removes events with charge pre-pulse noise not consistent with series charge noise</td>
</tr>
<tr>
<td>cWSBias_133_HT</td>
<td>Removes series not with +2V/-2V voltage bias configuration</td>
</tr>
<tr>
<td>cGoodRandomChi2_v53_HT</td>
<td>Removes series with abnormal charge/phonon $\chi^2$ behaviors</td>
</tr>
<tr>
<td>Empty=0</td>
<td>Removes events in the detectors with no trigger (except for the WIMP search data)</td>
</tr>
<tr>
<td>~EventCategory=1</td>
<td>Removes Random events</td>
</tr>
<tr>
<td>cDataPeriod_v53_HT</td>
<td>Removes series not to be used in the HT analysis</td>
</tr>
<tr>
<td>~cPostCf_133_HT</td>
<td>Removes series within 48 hours after a Cf calibration</td>
</tr>
<tr>
<td>cStableTrigThresh_133_HT</td>
<td>Removes series from the periods when trigger thresholds change rapidly</td>
</tr>
<tr>
<td>~cCDMSlite_v53</td>
<td>Removes series in iT5Z2 when CDMSlite mode is on</td>
</tr>
<tr>
<td>~cNuMI_133</td>
<td>Removes events within 200 $\mu$s of an event in the NuMI beam</td>
</tr>
<tr>
<td>cGoodKStest_v53_HT</td>
<td>Removes series failing the standard Kolmogorov-Smirnov (KS) test</td>
</tr>
<tr>
<td>cGoodQStest_v53_HT</td>
<td>Removes series falling the KS-style test on the ionization quantities</td>
</tr>
</tbody>
</table>

Table B.4: Individual Cuts in cLiveTime_v53_HT umbrella cut.

<table>
<thead>
<tr>
<th>Individual Cut</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>cAnalysisThreshold_v53_HT</td>
<td>Removes low energy events</td>
</tr>
<tr>
<td>cTriggeredEvent_133_HT</td>
<td>Removes events not having a trigger near the global trigger within a certain period of time</td>
</tr>
<tr>
<td>~cRandom_133</td>
<td>Removes Random events</td>
</tr>
</tbody>
</table>

Table B.5: Individual Cuts in parallel with cGoodEv_v53 and cLiveTime_v53_HT umbrella cuts.
<table>
<thead>
<tr>
<th>Individual Cut</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>(~ \text{cSpot}_\text{v53HT})</td>
<td>Removes events located in the DIB2 hot spot</td>
</tr>
<tr>
<td>\text{cPCfSVM}<em>{2}\text{pct}</em>\text{Sandbox}_\text{v53HT}</td>
<td>Removes outliers not consistent with real events using phonon partition values</td>
</tr>
<tr>
<td>\text{cQthresh}_\text{v53HT}</td>
<td>Removes events with charge energies below selected charge energy thresholds</td>
</tr>
<tr>
<td>\text{20&lt;precoiltNF&lt;150 keV}</td>
<td>Selects events with phonon recoil energy within 20 and 150 keV selected phonon energy thresholds</td>
</tr>
<tr>
<td>\text{0.2&lt;qrpartOF&lt;0.5}</td>
<td>Removes events with charge radial partition values outside ([-0.2, 0.5])</td>
</tr>
<tr>
<td>\text{0.3&lt;qzpartOF&lt;0.3}</td>
<td>Removes events with charge depth partition values outside ([-0.3, 0.3])</td>
</tr>
<tr>
<td>\text{pzpartOF&lt;0 in iT3Z1}</td>
<td>Removes events within the upper half of iT3Z1 using phonon depth partition</td>
</tr>
<tr>
<td>\text{pzpartOF&gt;0 in iT3Z3}</td>
<td>Removes events within the lower half of iT3Z3 using phonon depth partition</td>
</tr>
</tbody>
</table>

Table B.6: List of pre-selection cuts.

<table>
<thead>
<tr>
<th>Individual Cut</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>\text{cQin1_blind}_\text{v53}</td>
<td>Removes events outside the blinding charge radial fiducial volume using side 1 charge energies</td>
</tr>
<tr>
<td>\text{cQin2_blind}_\text{v53}</td>
<td>Removes events outside the blinding charge radial fiducial volume using side 2 charge energies</td>
</tr>
<tr>
<td>\text{cQsym_blind}_\text{v53}</td>
<td>Removes events outside the blinding charge depth fiducial volume using summed charge energies from side 1 and side 2</td>
</tr>
</tbody>
</table>

Table B.7: List of Ionization Fiducial Volume cuts.
<table>
<thead>
<tr>
<th>Individual Cut</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$c_{\text{NR}}<em>{\text{yTNF}}</em>{3\sigma_{\text{v53-HT}}}$</td>
<td>Removes events outside the $3\sigma$ NR bands in yTNF-precoiltNF plane</td>
</tr>
</tbody>
</table>

Table B.8: Nuclear Recoil Event Selection cut.

<table>
<thead>
<tr>
<th>Individual Cut</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\sim c_{\text{VT}}_{\text{strict v53}}$</td>
<td>Selects events with veto triggers NOT in a [-50, 0] $\mu$s time window with respect to the global trigger</td>
</tr>
</tbody>
</table>

Table B.9: Veto cut.

<table>
<thead>
<tr>
<th>Individual Cut</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\sim c_{\text{PmultTight v53-HT}}$</td>
<td>Selects events with triggers in only one detector and neither a glitch nor low frequency noise</td>
</tr>
</tbody>
</table>

Table B.10: Single Scattering Event Selection cut.
Appendix C

Statistical Methods

Statistical methods are widely used in the data analysis of physics field. From probability, distribution, to hypothesis test, limit setting and discovery claim, statistics provide powerful tools and techniques for data analyzers. In this section, a brief introduction to some common used statistical tools is presented [78].

C.1. Some Common Distributions

When interactions happen in the detectors, events are recorded if they pass certain selection criteria. Not all good event candidates pass these selections. There is an efficiency associated with each selection criteria. This could be described by a binomial distribution. With a detector efficiency $\epsilon$, a number of $m$ good events are expected to be recorded when a number of $N$ events hit on a detector.

A multinomial distribution can be used to describe a given number of physics events plotted as a histogram of a variable (e.g. phonon recoil energy). It is natural that detectors have non-zero resolutions. When an event is recorded, there is an uncertainty with each of its true physics variable value. A Gaussian distribution is a great tool to describe detector resolutions. Once you have a histogram and want to look at the information in each bin, this acts as a counting problem. SuperCDMS is a rare event search experiment and often it has to deal with low statistics situation, which brings the Poisson distribution onto the analysis stage.

A Binomial distribution can be used to describe our detector efficiency. As in the classic coin flip experiment or the dice rolling experiment, one either gets the desired result
or doesn’t get it. If one does the same experiment \( N \) times, the probability to get the desired result each time is \( p \), then at the end of these \( N \) experiments, the probability one could get the desired result \( m \) times is

\[
P(m; N, p) = \frac{N!}{m!(N-m)!} p^m (1-p)^{N-m}
\]  

(C.1)

The mean value of \( m \) is

\[
<m> = N p
\]

(C.2)

and its variance is

\[
Var[m] = N p (1-p)
\]

(C.3)

A **Multinomial distribution** can be used to describe the event distribution among the different bins in a histogram when the total number of events \( N \) is fixed. If there are \( k \) bins in total in the histogram and an event falls into the \( i \)th bin is \( p_i \), with \( m_i \) events in the \( i \)th bin, the joint distribution is

\[
P(m_1, m_2, ..., m_k; N) = N! \prod_{i=1}^{k} \frac{p_i^{m_i}}{m_i!}
\]  

(C.4)

A **Gaussian distribution** is widely used in many areas. One application is to describe energy resolution in our detectors. Unlike the above two distributions, Gaussian is a continuous distribution and its parameters are not restricted to be positive only. The general form of a Gaussian distribution, also called a normal distribution, is as following

\[
G(x; \mu, \sigma) = \frac{1}{\sqrt{2\pi} \sigma} e^{-\frac{(x-\mu)^2}{2\sigma^2}}
\]  

(C.5)

where \( \mu \) is the mean value of \( x \) and \( \sigma \) is the standard deviation of \( x \). There is a special case when \( \mu = 0 \) and \( \sigma = 1 \), and this is called a **standard normal distribution**. Its form is much simpler

\[
G(x; \mu = 0, \sigma = 1) = N(0, 1) = \frac{1}{\sqrt{2\pi}} e^{-\frac{x^2}{2}}
\]  

(C.6)
when selecting a Gaussian kernel to do a kernel density estimate for a variable, the standard normal distribution is often an excellent choice.

![Figure C.1: Example of a standard normal distribution. The colored area corresponds to the distribution within ±1σ.](image)

A **Poisson distribution** is often used in low statistic counting. When dealing with a large sample size, the distribution of the random variable approaches approximately a Gaussian distribution due to the central limit theorem. One could still use a Poisson distribution on a large sample, but it would be less efficient compared to using a Gaussian distribution approximation. The Poisson distribution is given by

\[
P(n; \nu) = \frac{\nu^n}{n!} e^{-\nu}
\]  

(C.7)

where \( \nu \) is the expected value of \( n \) and \( \sqrt{\nu} \) is the standard deviation of \( n \). When looking at the information of a single bin in a histogram, Poisson distribution is a quite useful tool.
Figure C.2: Example of Poisson distributions with different expected values \( \nu \) in histograms. In comparison, the continuous curves are Gaussian distributions with \( \mu = \nu \) and \( \sigma = \sqrt{\nu} \).

### C.2. Extended Likelihood

In a real experiment, there are a group of random variables \( x_1, x_2, ..., x_n \) of interest. These variables are also called the parameters of interest for the experiment. There are many other variables \( \theta_1, \theta_2, ..., \theta_m \) in the experiment that are not of interest, but the parameters of interest are dependent on them. This group of variables are called nuisance parameters. Their values may be unknown. For each interested event, a likelihood function can be used to describe it as

\[
L = f(x_1, x_2, ..., x_n; \theta_1, \theta_2, ..., \theta_m)
\]  

(C.8)

If in the experiment there are \( N \) independent observations, the combined likelihood function of the experiment is the product of all the individual likelihood functions

\[
L = \prod_{i=1}^{N} L_i = \prod_{i=1}^{N} f(x^i_1, x^i_2, ..., x^i_n; \theta_1, \theta_2, ..., \theta_m)
\]  

(C.9)
In most experiments, even the total sample size \( N \) is a variable and it follows a Poisson distribution with an expected value of \( \nu \). Thus, the extended likelihood function is introduced to describe this situation

\[
L_{\text{extended}} = \text{Poisson}(N; \nu(\theta_1, \theta_2, ..., \theta_m)) \prod_{i=1}^{N} L_i
\]  

(C.10)

where \( \text{Poisson}(N; \nu(\theta_1, \theta_2, ..., \theta_m)) \) puts a constraint on the variable \( N \) in the extended likelihood function

\[
\text{Poisson}(N; \nu(\theta_1, \theta_2, ..., \theta_m)) = \frac{\nu(\theta_1, \theta_2, ..., \theta_m)^N}{N!} e^{-\nu(\theta_1, \theta_2, ..., \theta_m)}
\]  

(C.11)

In an experiment like SuperCDMS, the expected value of \( N \) is the sum of signal candidate \( N_s \) and background candidate \( N_b \). In this case, with the notations \( \vec{x} = (x_1, x_2, ..., x_n) \) and \( \vec{\theta} = (\theta_1, \theta_2, ..., \theta_m) \) and \( \nu = N_s + N_b \), the extended likelihood function converts to

\[
L_{\text{extended}}(\vec{x}; N_s, N_b, \vec{\theta}) = \frac{(N_s + N_b)^N}{N!} e^{-(N_s + N_b)} \prod_{i=1}^{N} [f_s \times P_s(x_i; \vec{\theta}) + f_b \times P_b(x_i; \vec{\theta})]
\]  

(C.12)

where \( f_s \) and \( f_b \) are the relative fractions of signal and background expected events

\[
f_s = \frac{N_s}{N_s + N_b}
\]

\[
f_b = \frac{N_b}{N_s + N_b}
\]  

(C.13)

With some derivation, the form of the above extended likelihood function can easily be simplified to

\[
L_{\text{extended}}(\vec{x}; N_s, N_b, \vec{\theta}) = \frac{e^{-(N_s + N_b)}}{N!} \prod_{i=1}^{N} [N_s \times P_s(x_i; \vec{\theta}) + N_b \times P_b(x_i; \vec{\theta})]
\]  

(C.14)

where \( P_s \) and \( P_b \) are the best-fit probability distribution functions for signal and background events.
C.3. Hypothesis Test

When doing data analysis, what the analyzers really want to figure out is that whether the result from analysis is compatible with the theory model they assume or an alternate theory model. These two models are called the null hypothesis, $H_0$, and the alternative hypothesis, $H_1$. Below are some examples of $H_0$ and $H_1$.

- **Example 1:**
  - $H_0$: A particle is an electron
  - $H_1$: A particle is a tauon

- **Example 2:**
  - $H_0$: A data sample consists of only background
  - $H_1$: A data sample consists of background and the Higgs boson

- **Example 3:**
  - $H_0$: A nuclear recoil event is caused by a neutron
  - $H_1$: A nuclear recoil event is caused by a WIMP

Usually the alternative hypothesis is what the analyzers want to prove to be true from the data. But in order to reach that conclusion, they have to reject the null hypothesis. This process is called hypothesis test. A variable that is selected to perform this test is called a test statistic. Its value can be calculated from the data sample and used as a discriminator between $H_0$ and $H_1$. For example, the ionization yield quantity in SuperCDMS is such a variable that can be used to discriminate nuclear recoil events from electron recoil events. If more than one variable is used in the discrimination procedure and they are combined, it would be called as a multi-variate analysis.

There are two quantities that are mostly used in the hypothesis test. They could help analyzers to determine whether they would prefer the null hypothesis or accept the alternative
hypothesis while rejecting the null hypothesis. The first useful quantity is p-value. It is a probability calculated from the constructed test statistic. It could be used as a discriminator between $H_0$ and $H_1$. For example, if the p-value of a test statistic is 0.7, it indicates that if repeating an experiment under the same condition 100 times, 70% of the time the result would be consistent with the null hypothesis.

The second useful quantity is the significance level $\alpha$. It is a value set to determine whether $H_1$ could be accepted and $H_0$ could be rejected. For example, if $\alpha$ is set to be 0.01, it means that analyzers could only tolerate as low as 1% of the time the result is consistent with the null hypothesis when repeating the same experiment multiple times. If a p-value of a test statistic is 0.003, it indicates that the $H_1$ is preferred over $H_0$. $\alpha$ is also called type I error because $H_0$ could still hold true even the p-value is smaller than it. When a value is chosen for $\alpha$, it brings in a risk as well.
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