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|. Introduction

The Standard Model of elementary particles and their interactions has two basic components:
the spontaneously broken SU)J(1) electroweak theory, and the unbroken SU(3) color gauge
theory, known as Quantum Chromodynamics (QCD). If we date the birth of the theory of strong
interactions to the discovery of the neutron, QCD has existed for about a third of the ensuing time,
profoundly deepening and enlarging our view of the subject.

Perhaps it is worthwhile to recall the situation in strong-interaction studies at the time when
QCD emerged. Into the mid-sixties, the picture of strong interactions centered on general princi-
ples of scattering amplitudes (analyticity, unitarity, crossing, etc.) that could be developed without
information on elementary constituents. The idea was widely entertained that the strong inter-
actions were not to be described by a renormalizable field theory of point particles, which had
been so successful for quantum electrodynamisitiberg, 1977 Schweber, 1994 Whether
one accepted this viewpoint or nbtn the absence of a viable theory of strongly interacting el-
ementary particles it was clearly necessary to rely on general properties of the scattering matrix.
Perturbative field theory, if utilized at all, could be employed primarily to illustrate and explore the
consequences of these propertieddn, Landshid, Olive, and Polkinghorne, 1986

In this context, Regge theoriRégge, 1959Chew and Frautschi, 196P.D.B. Collins, 197},
and its allies and generalizations, such as the dual ma@elegziano, 1968Mandelstam, 1974
and Reggeon calculuss(ibov, 1968 Abarbanel, Bronzan, Sugar, and White, 19Baker and
Ter-Martirosyan, 1976 which described particles primarily as analytic features of the S matrix,
flourished. A large body of experimental data, including near-forward elastacOmelli, 197,
diffractive Goulianos, 1988 and high-multiplicity inelastic scattering/ueller, 1970 Frazeret
al., 1972 are still best understood in this language. These developments also gave rise, of course,
to string theory Nambu, 19790Goto, 1971 Green, Schwarz, and Witten, 1987The weak and
electromagnetic interactions of hadrons with leptons was, and still is, profitably described by cur-
rent algebraGell-Mann and evy, 1960 Adler and Dashen, 1968which provided elementary
operators, the currents, even without elementary particles. The currents themselves are linked
to strong dynamics by the partially conserved axial-vector current hypothesis, which led to an
effective field theory for pionsWeinberg, 197Pthat remains today our fundamental picture of
low-energy strong interaction¥\feinberg, 1979Leutwyler, 1992. Into this rich and complex set
of investigations and viewpoints came partons and quarks.

The study of the strong interactions was transformed with the advent of accelerators in the
multi-GeV energy range. The famous SLAC experiments of the 1960s and 1970s were the first to
show the pointlike substructure of hadroBsdomet al., 1969 Friedman and Kendall, 1972The
parton model Eeynman 1969Feynman, 1972Bjorken and Paschos, 1968howed that elemen-
tary constituents, interacting weakly, could convincingly explain the central experimental results.
In the same period, the quark mod&d]l-Mann, 1964 Zweig, 1964 Kokkedee, 196prational-

1For an impression of this intellectual climate, see the lectures of Chew and Dalitz, published side bpsidétin
and Jacob, 1965
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ized hadron spectroscopy. Out of it grew the idea of cattan( and Naumbu, 196%sreenberg,
1964, a new quantum number postulated in the first instance to avoid the apparent paradox that
the quark model seemed to require spiB-quarks with bosonic statistics.

The idea of extending the global color model to a gauge thdarizéchet al, 1973 Gross and
Wilczek, 1973k Weinberg, 197Bwas in many ways a natural oAdyut the motivation for doing
so was incalculably strengthened by the newfound ability to quantize gauge theories in a manner
that was at once unitary and renormalizabldeveloped, in large part to describe electroweak
interactions. Concurrently, the growth of the technology of the renormalization group and the
operator product expansiow(lson, 1969 Callan, 197Q0Symanzik, 1970Christ, Hasslacher, and
Mueller, 1972 Frishman, 1974made it clear that any field theory of the strong interactions would
have to have an energy-dependent coupling strength, to harmonize the low-energy nature of the
strong interactions, which gives them their name, with their weakness at high energy (or short
distances). The concept of asymptotic freed@moks and Wilczek, 1973Rolitzer, 1973, which
is satisfied almost uniquely by quantum chromodynamics, brilliantly filled these demands.

As will appear in the following sections, asymptotic freedom is a perturbative concept. Yet, as
searches for free quarks, let alone gluons, continued to give null results, it became evident that the
perturbation theory of quantum chromodynamics had to be approached some¥granty than
that of, say, quantum electrodynamics. The usual S matrix and cross sections for isolated quarks
and gluons in QCD all vanish, completely replaced by bound-state dynamics. This is the hypoth-
esis of “confinement”. After some time it also became obvious that although asymptotic freedom
is a perturbative prediction, confinement is not. The use of perturbation theory in quantum chro-
modynamics, that is, “perturbative QCD”, or pQCD, therefore developed rather slowly and even
haltingly, amid considerable scepticism. Nevertheless, many predictions of the theory, primar-
ily but not exclusively associated with inclusive processes, do not depend upon its long-distance
behavior. These short-distance predictions are the realm of perturbative QCD.

Since QCD remains an “unsolved” theory, with no single approximation method applicable
to all length scales, the justification for the use of perturbative QCD rests in large part directly
on experiment. In this regard, many of us remember vividly the rapid transformation of quantum
chromodynamics from a promising but controversial candidate theory to a full-fledged part of the
Standard Model, taken perhaps too confidently for granted. In this transformation, the achieve-
ments of lattice-based numerical studies also played an importan\den(, 1974 Kogut and
Susskind, 1975Creutz, 1983

Over time, it has become ever clearer that perturbative QCD naturally describes a large set of
high-energy, large-momentum-transfer cross sections. It is in this restrictive yet important area
that its formalism has developed, and in which it has proved an invaluable tool in the study of the
strong interactions. Beyond this, however, the very successes of a purely perturbative approach
challenge us to bridge the gap between perturbative and nonperturbative aspects of the theory.

2See in this connection the lectures of Gell-Mann and Wilczekdrwas and Kastrup, 1992
3Among the landmarks of this development &&ddeev and Popov, 1967 Hooft, 19713 't Hooft, 1971k 't
Hooft and Veltman, 1972andLee and Zinn-Justin, 19724972b, 1972c.
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Every experiment in strong interactions tests QCD from some fixed “short” distance to its very
longest distance scales, over which the value of the strong coupling may change radically. From a
mathematical point of view, as well, QCD has special features. As we shall outline below, many of
the basic tests and predictions of the theory rely on arguments “to arbitrary order” in perturbation
theory. Thus, the very role of perturbative expansions in four-dimensional quantum field theories
is accessible in QCD as in no other component of the Standard Model. Perhaps the greatest legacy
of QCD will be in the theoretical and experimental methods that must still be developed to meet
its unique demands.

Our intention in this handbook is to review the basic ideas and methods of perturbative QCD,
especially in those areas for which there is ample experimental verification. This work is meant to
be a sourcebook on perturbative QCD, accessible and useful to experts and novices, experimental-
ists and theorists alike. In it, we have collected discussions of the basic ideas and applications of
the theory. While we have no intention of replacing more scholarly presentations of field-theoretic
techniques and experimental reviews, we have included in the next two sections and in the appen-
dices considerable introductory material on the basic concepts of QCD, its perturbative treatment,
and the parton model, out of which it grew. In the fourth section, we summarize the basic the-
orems upon which the perturbative treatment rests. We hope that sophisticated readers will find
useful the discussions, applications, and experimental reviews of specific processes and techniques
in the sections that follow. These are organized according to process, including electron-positron
annihilation, deeply inelastic scattering, and hadron-hadron cross sections, first those induced by
electroweak interactions and then those induced by QCD itself. We conclude with a description
of the “global” approach to nucleon parton distributions. For the simplest processes, we have ex-
hibited theoretical predictions explicitly. Given the complexity of many recent results, this is not
always possible, and we have relied in this case on references to the literature and, as is increasingly
becoming relevant, to specialized computer programs.

This article is the product of the CTEQ collaboratias a whole, consisting of both experi-
mentalists and theorists, and we have not attempted to enforce on ourselves an artificial uniformity
of presentation and style. We hope and believe, however, that readers will find below a coordinated
and fundamentally unified text. We should also like to think of this as an evolving document, and,
in this initial version, concentrate on inclusive high-energy reactions, for which the most basic re-
sults and processes are treated in detail. Directions abound for expansion, particularly toward mod-
erate energy, the perturbative-nonperturbative junction, and hadronic structure: elastic scattering,

4Coordinated Theoretical-Experimental Project on QCD

SBrodsky and Lepage, 198ummarize this subject up to that time. Much recent work has discussed the roles of
Sudakov fects (andshdt and Pritchard, 1980_epage and Brodsky, 198Mueller, 1981 Pire and Ralston, 1982
Botts and Sterman, 1988i and Sterman, 1992and “soft” physics ksgur and Llewellyn Smith, 198Radyushkin,
1984 Jacob and Kroll, 1993
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“small-x” evolution® pQCD in the Regge limit, Sudakov resummation techniqueasymptotic
behavior? QCD coherencé’ QCD in nucleil! and transparency, on the (supporting) roles of
pQCD in Monte Carlo simulations of event structure, QCD sum rules and heavy (tieckwe
theory, and much more.

6See especially the reviews Gfribov, Levin, and Ryskin, 1983 evin and Ryskin, 1990and the discussion of
modified evolution inMueller and Qiu, 1986

’SeeKuraev, Lipatov, and Fadin, 197@®alitskii and Lipatov, 1978Lipatov, 1989 Faddeev and Korchemsky,
1995

8For a variety of applications, sé@ollins and Soper, 198 Mueller, 1981 Sen, 1981 Sterman, 1987Collins,
1989 Catani and Trentadue, 199Catani, Turnock, Webber, and Trentadue, 1993

9Tkachov, 1983

105ee the reviews dBassetto, Ciafaloni, and Marchesini, 198®kshitzer, Khoze, and Troyan, 19890kshitzer
etal, 1991

Reviewed inFrankfurt and Strikman, 1988

12Brodsky, 1982Mueller, 1982 Brodsky and Mueller, 1988
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Il. Field Theory Background

This section reviews a number of relevant facts about QCD as a field theory, primarily its
Lagrange density and Feynman rules, amplitudes and their renormalization, and the concepts of
asymptotic freedom and infrared safety. We assume here a general familiarity with elementary
methods in field theory. More detailed discussions of field theory topics may be found in text-
books. Asymptotic freedom, infrared safety and the renormalization group applied to QCD are
also covered in a number of useful reviewdufa, 1987 Mueller, 1989 Sterman, 1991Dok-
shitzeret al,, 1997).

A. Lagrangian

The flurry of fields, indices, and labels in the telegraphic formulas that follow in this subsection
are probably accessible only after the benefit of a pedagogical introduction that must be found
elsewhere. We anticipate, however, that some number of readers may find these formulas a useful
refresher of memory. Others will be satisfied by the summary of perturbation theory rulesin Fig.
and will wish to skip to subsectioB., which begins a review of quantum theoretic concepts much
less dependent on the technical content of QCD, but which, toward the end of this section, explain
what is special about QCD.

Quantum Chromodynamics is defined as a field theory by its Lagrange density,

LeQﬁrCD [‘!’f (X)’ ‘//f (X), A(X)’ C(X)’ E(X); g, mf] = Linvar + ~£gauge+ ~£ghost P (2-1)

which is a function of fieldsy (quark),A (gluon), ancc (ghost)] and parametegsandm;, where

f labels distinct quark fields L. is the classical density, invariant under lo&lU(N.) gauge
transformations, witiN, = 3 for QCD. L is of the form that was originally written down by
Yang and Mills {rang and Mills, 195%

Linvar = Zl;f (iDIA] - me) s - %FZ[A]
G

Nt Nc

= Z Vi) (i(y)ZaDp,ji[A] - mf5,3a5ji) Yt

3
>0 Fual AIF7A[A] . (2.2)

In the second expression, we have written out all indices explicitly, using the notations
D.ij[Al = 8,61 + igAa(TaP)j (2.3)
and

F,uv,a[A] = a,uAva - 8vAya - gCabCAybAvc . (24)
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Let us describe what these formulas represent, working backwards fror.Bq. (

F.»a is the nonabeliafield strengthdefined in terms of thgluonvector fieldA;, with N2 — 1
group components. g is the QCD (“strong”) coupling and tH&,,., a,b,c = 1...N2 - 1, are real
numbers, called the structure constantSSaf(N;), which define itsLie algebra As mentioned
above, for QCD [ritzschet al, 1973 Gross and Wilczek, 1973Weinberg, 1978 N. = 3,
but for many purposes it is useful to exhibit tNe-dependence explicitlylN. is often called the
“number of colors”.

The Lie algebra is defined by the commutation relations ofthe 1, N x N, matrices TaP);;
that appear in the definition @, ;;, Eq. 2.3),

[Ta(F), Tb(F)] = iCabcTc(F) . (2-5)

These commutation relations define the algebra. Here we have tak@g(théo be hermitian,
which makes QCD look a lot like QED. Some useful facts about the algebra of generators are
listed in AppendixA:.

Df‘j[A] is the covariant derivativan the N.-dimensional representation 8fU(N;), which acts
on the spinomquarkfields in Eqg. €.2), with color indices = 1...N.. There arens independent
quark fields Qs = 6 in the standard model), labeled Bgvor f(= u,d,c, s t,b). In the QCD
Lagrangian, they are distinguished only by their masses.

The quark fields all transform as

Ut aj(X) = Ui (X¢1.ai(X) (2.6)

under local gauge transformations, where

NZ2-1
exp{i Zﬁa(x)Ta<F>}
a=1

with B,(X) real. Defined this wayJ;;(x) for eachx is an element of the group U(N.), which is
the local invariance that has been built into the theory. The corresponding transformation for the
gluon field is most easily expressed in terms ofNarx N matrix, A,(X),

Uji(X) = (27)

i,

N2-1

(AT = ), AT (2.8)

a=1

which is the form that occurs in the covariant derivative. The gluonic field is then defined to
transform as

A(¥) = UAMU(X) + i6[(9,,U(X)]U‘1(x). (2.9)

With these transformation rules, the gauge invariancg;@f; is not dificult to check.
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The gauge invariance dfj, . actually makes it somewhatfiicult to quantize. This problem
is solved by adding t&iar gauge-fixingandghostdensities,Lgyauge@Nd Lgnosy as in Eq. 2.1). The
former may be chosen almost freely; the two most common choices being

N2-1
A 2
Lyauge = 5 (6#A‘;) 1< A< o0,
a=1
PR
Lomge = —5 ) (A A e, (2.10)
a=1

wherent is a fixed vector. The first defines the set of “covariant” gauges, the most familiar having
A = 1, theFeynman gauge The second defines the “axial” or “physical’ gaugésibbrandt,
1987, since takingl to infinity eliminates the need for ghost fields. Here, pickividight-like,
n? = 0, defines thdight-cone gaugeFor 1 — oo, a nonzero value af - A leads to infinite action,
and for this reason the physical gauges are often called\"= 0” gauges.

Finally, in the covariant gauges we must add a ghost Lagrangiayn(man, 1963DeWitt,
1967 Faddeev and Popov, 1967Hooft and Veltman, 197

Lyghost = (0,Ca)(0"6ad — 9CanaA,)Ca (2.11)

wherec,(X) andc,(x) are scalar ghost and antighost fields. In the quantization procedure, ghost
fields anticommute, despite their spin. In&(N,) theory, the ghost fields ensure that the gauge
fixing does not spoil the unitarity of the “physical” S-matrix that governs the scattering of quarks
and gluons in perturbation theory.

B. Feynman Rules and Green Functions

The perturbation theory (Feynman) rules for QCD are summarized il Flgith our choice of
(hermitian) generatofE,(", the quark—gluon coupling is just like the QED fermion-photon vertex,
except for the extra matrix factd ™. The remaining rules for vertices are noffidiult to derive in
detail, but their essential structure is already revealed by the correspondgpices(—iq,, where
g, is the momentum flowing into the vertex at any field

As for the propagators, we pause only to notice some special features of physical gauges. In
then- A = 0 gauge, we have, from the propagator in Hig.

n2k” )

s (2.12)

nV
K'G,"(k,n) =i|—
S =i
Note the lack of a pole at? = 0 on the right-hand side of this relation. This means that the
unphysical gluon polarization that is proportional to its momentum does not propagate as a particle
in these gauges. The lack of a pole for the gluon scalar polarization is the essential reason why
ghosts are not necessary in physical gauges. This simplification also makes these gauges useful for
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(a) Propagators: Gluon, quark, and ghost lines of momerhtum
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(b) Vertices (all momenta defined to flow in)
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~ig7[ CeaaCeaai(9°9"2" — g"*g"2"%)
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Figure 1: Perturbation theory rules for QCD.
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many all-order arguments in pQCD. The price, however, is the unphysical palek at0, which
are often thought of as principal values,

1 1 1 1
P(n'k)“ - 2 (n-k+ie) * (n-k—iee | (2.13)

This definition, however, is awkward beyond tree level (when loops are present) and other defini-
tions (Mandelstam, 1983 eibbrandt, 198yare necessary to carry out loop calculations correctly
(Bassetto, Nardelli, and Soldati, 19%assettcet al, 1993. In any case, it is often desirable to
back up results derived in physical gauges with calculations or arguments based on covariant gauge
reasoning.

The Feynman rules allow us to defi@een functionsn momentum space. These are the
vacuum expectation values of time-ordered products of fields,

(27T)45(p1 +...+ pn)Ga/l---(yn(pl’ s pn) = l_l fd4xie—ipi.xi
i=1
(0 T [y (X0) - - - B (%0)] 10) (2.14)

where then; represent both space-time and group indices of the fields, collectively denoged by
At any fixed order in perturbation theor@,, ..., is given by the sum of all diagrams constructed
according to the rules of Fid.. Corresponding to each of the fields in the matrix element, every
diagram will have an external propagator carrying momenpumto the diagram, with free exter-
nal indicese;. Essentially all of the physical information of the theory is contained in its Green
functions.

C. From Green Functions to Experiment

The route from Feynman rules, through Green functions to experimentally observable quanti-
ties is straightforward, but involves a number of steps which it may be useful to outline. In what
follows, we shall briefly review the roles of the S-matrix, cross sections, renormalization schemes
and regularization.

We do not address yet the issue of whether perturbation theory is of any use for reliable calcu-
lations of physical quantities in QCD.

1. The S-matrix and Cross Sections

By themselves, Green functions are not always direct physical observables. For one thing,
their external lines are not necessarily on-mass-shell, and, in a gauge theory, the Green functions
are not even gauge invariant. The relation between Green functions and physical quantities like
cross sections is, however, quite simple. Let us review the basic steps in a generic situation with
fields ¢,.
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First, a two-point Green function has a polepdt= n?. Near the pole, it has the form of a
“free” propagator (Figl) times a scalar constaRy;,

Gop(P) — RsGap(p) " + finite . (2.15)

If the particles under discussion are hadrons, Rgand the physical madd are not perturbatively
calculable. If, nevertheless, we discuss the perturb&iweatrix for quarks and gluons, thd®y
andM can be computed as a power series in the coupling

Ry 1+0()

M m+ O(g?) . (2.16)
The S-matrixis simply the amplitude for the scattering of momentum eigenstates into other mo-
mentum eigenstates. In particle physics, the most important S-matrix elements describe the scat-

tering of two incoming particles into some set of outgoing particles. The S-matrix is derived from
Green functions by “reduction formulas”, of the general form

S ((Pr.S0) + (P2 %) = (P2 S8) +-.. (Pn. &) = | [w(pr. )
G;ili(pi)free
Jo

where nows represents the spin (and other quantum numbers) of partiderey(pi, s)., repre-
sents the wave function of external particlgiven by

Gﬁl"‘ﬁn(pla p27 _p3’ D) _pn) ’ (2.17)

u(p,s) for anincoming Dirac particle
u(p,s)  for an outgoing Dirac particle
v(p,s)  for an incoming Dirac antiparticle
v(p,s)  for an outgoing Dirac antiparticle
e(p,s) for anincoming vector particle
€'(p,s) for an outgoing vector particle (2.18)
Once againG,; (pi) "¢ is the free propagator, for fieldbut with the correct physical mass of the
corresponding patrticle.
From the S-matrix, it is customary to define tin@nsition matrix Thy
S=1+iT, (2.19)
with | the identity matrix in the space of states. For momentum eigenstates)tains an explicit
momentum-conservation delta function, which it is convenient to separate explicitly,
T((P1, 1) + (P2 %) = (P3,S8) + - (Po, &) =
(2n)*6*(pL+ P2 = Pa ... = P)
XM((Pr. S1) + (P2 $2) = (P3, S) + -+ (P &) -
(2.20)
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It is M-matrix elements that are used to derive cross sections, by integrating the general infinitesi-
mal cross section,
do ((P1, 81) + (P2, S2) = (P3, S6) + - - (Pn, Sn))

= ! dPS,
4\/(p1.p2)2 - mimé

X IM((P1. 1) + (P2s S2) = (Ps. S8) + -« (Pn, SO

(2.21)

overn-particle phase space,

3N n
4PS, = [ ] (g ogs N0 (Pr P2 ) 222)

=3

HereN; = 1 for vector and scalar particles, as well as for Dirac particles when we normalize their
wave functions according @(p, s)u(p, s) = 2m. For the other common choice(p, s)u(p, s) = 1,

we haveN; = 2mfor Dirac fermions. If one integrates afffirential cross section over the phase
space fom identical particles, then one should include an additional facta$0f 1/n! that
compensates for counting the same physical stattmes. When discussing the perturbative
expansion of a cross section, it is often useful to work directly with diagramgigt The rules

for this expansion are almost the same as for the S-matrix, and are summarized in Afgendix

2. UV Divergences, Renormalization and Schemes

Green functions, and consequently cross sections, calculated according to the unmodified Feyn-
man rules described aboveffar a severe problem when we include diagrams with loops. These
are the ultraviolet (UV) divergences, associated with infinite loop momenta. We may think of
these divergences as due to virtual states in which energy conservation is violated by an arbitrarily
large amount. Let us see how these problems come about, and review how they can be solved in
perturbative calculations.

A typical one-loop integral UV divergence is illustrated by the diagram with scalar lines in
Fig. 2. For scalar lines the diagram is given, before renormalization, by

d*k 1
(21)* (K2 = m?)((p — K)? — n¥)

1 d*k 1
fo dxf (27)* (K2 — 2xp- k + Xp? — MR)?

! d*K’ 1
j; dxf (27)* (k2 + x(1 - X)p? — mR)* (2.23)
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In the second equality, we have combined the two denominators into one by a trick known as
Feynman parameterizatiorin the third, we have completed the square in the denominator by the
change of variabl&’ = k— xp. Of course, all this is purely formal, since the integral as it stands is
divergent fork — oo, that is, in the ultraviolet. Nevertheless, let us consider a one loop integral of
the generic form,

d*k 1

()" (k2 — M2(p))*

which is undefined because of a logarithmic divergence at infinity. Wst¢p) denote the de-
pendence on external momentum(a) of the diagram (and “Feynman parametersiligee). In

QCD there is in general also momentum dependence through Dirac traces and vector indices in the
numerator, but they won’tfiect the point we are trying to make right now.

r(p) =

(2.24)

p—

Figure 2: An ultraviolet-divergent one-loop scalar diagram.

The purpose of renormalization is to replace divergent integrals like the one above by finite
expressions, in a systematic fashion. For the logarithmically divergent integrals at hand, renormal-
ization consists of the replacement (suppressingiingegral)

(un) ren _ —i Mz(p)
'(p) - I'"(p,u) = (4ﬂ)zln( 2 ) , (2.25)
whereu is a new mass, not included as a parameter in the original Lagrangian of the theory. Note
that we can check Eq2(25 by differentiating Eq. Z.24) with respect toM?, doing the (now
convergentk integral, and then integrating the result with respedtifoto get Eq. 2.29 up to a
constant. To begin withy is completely arbitrary, and mayfter from integral to integral. It is
necessary to specify a set of rules to determine the valud@feach divergent diagram. Such a
set of rules is called eenormalization scheme

There are two basic kinds of schemes currently in wide use.

(i) In amomentum subtractioscheme we choose
p=M(po) = IT""(po) = 0, (2.26)

with po some fixed set of external momenta, dnhd particular divergent vertex function.
This is what is done in quantum electrodynamics, for instance, when we renormalize so
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that all the one (and higher) loop corrections to the photon-electron vertex vanish at zero
momentum transfer. (In this cagg is any point where the photon momentum is zero, and
the electrons are on-shell so th#t= mg.)

(i) In the second generic renormalization schemeés chosen the same faverydivergent
integral, and appears as a free parameter in renormalized Green functions. This defines a
minimal subtractionrscheme. Because of its underlying simplicity, minimal subtraction is
favored for many practical pQCD calculations. See Apper@iifor its basis in “dimen-
sional regularization”. Despite this rather technical origin, minimal subtraction for one-loop
diagrams reduces to the simple prescription described here. The precise scheme for minimal
subtraction that is usually used is called the “modified minimal subtractioM®scheme.

Clearly, what we have said so far is highly simplified. It can be shown that these renormaliza-
tion schemes are flexible enough to handle not only logarithmically, but also quadratically diver-
gent integrals, and apply to multi-loop as well as one-loop integralglicBut to say that these
issues may be handled, and the substitutibA5) we have just described captures the heart of the
issue Collins, 1984.

3. The Renormalization Scale and Experiment

The question now naturally arises, what can we do with a theory that has an arbitrary parameter
w in it? The procedure for getting unique experimental predictions is this. For simplicity, let us
assume we have a massless theory with only a single coupling cogst&atnow compute a cross
section —any cross section — which we shall cat(p, 1), with p denoting the momenta of the
particles involved. The perturbation theory tewill always have some UV divergent integrals in
it, so its (renormalized) perturbation series will look like

A
a(p.p) = ) an(p.)g™ (2.27)
n=1

whereA is the highest order that we have had the strength to compute, aag dne codicients
that are the results of the computation. Now first we go out and meagpysg) for some particular
set of momentg. Next we fixu to be whatever we like. Then we canlveEqg. (2.27) for g, with
a result that we denotgu). (g(u) is implicitly also a function ofp, and ofA.) This may not seem
to accomplish much, until we realize that we can now compufer anyvalue ofp. Thus, at the
price of doing one experiment, we have predictions for a whole set of experiments. Not only that,
but if g really is the only parameter in the theory, we have unique predictions for every single cross
section in the theory for which we are willing to compute a perturbative series.
Now, becauser(p, 1) is a physical quantity imustbe independent of our choice @f which
leads us to the equation

d
Hy o) =0, (2.28)
lu
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where we must remember to keep theéependence ig(u). This equation holds exactly if we have
the exact solution of the theory. If we apply it to the finite order approximation Eg87) then
there will be errors of the order of the first uncomputed term in the perturbation expendibis
will be a useful approximation if the coupling is small, which leads us to our next tagyenptotic
freedom

D. Asymptotic Freedom

The successes of QCD in describing the strong interactions are summarized by two terms:
asymptotic freedontGross and Wilczek, 1973&olitzer, 1973 and confinement To understand
the importance of these two attributes we should recall some facts about the strong interactions.
Hadron spectra are very well described by thmrk model but quarks have never been seen in
isolation. Any dfort to produce single quarks in scattering experiments leads only to the production
of the familiar mesons and baryons. Evidently, the forces between quarks are strong. Paradoxically,
however, certain high energy cross sections are quite successfully described by a model in which
the quarks do not interact at all. This is tharton modelthat we shall describe in Sectidh. .
Asymptotic freedomefers to the weakness of the short-distance interaction, whileothignement
of quarks follows from its strength at long distances.

An extraordinary feature of QCD is its ability to accommodate both kinds of behavior. It does
this by making the forces between quarks a rather complicated function of distance. Qualitatively,
when two quarks are close together, the force is relatively weak (this is asymptotic freedom), but
when they move farther apart the force becomes much stronger (confinement). At some distance, it
becomes easier to make new quarks and antiquarks, which combine to form hadrons, than to keep
pulling against the ever-increasing force. The realization that a single theory might describe such a
complicated behavior is commonplace nowadays, but it required a major reorientation in our way
of thinking about fundamental forces.

The detailed evidence for the coexistence of asymptotic freedom and confinement in QCD is
a complicated web of analytic and numerical results and inferences. In this handbook, we shall
be concerned mainly with the experimental consequences of asymptotic freedom. Nevertheless, in
the following we shall try and give the reader an idea of the origin of these properties of QCD, as
they are embodied in the Feynman rules that we have just outlined.

1. Forcesin QCD and QED

A reasonably direct approach to asymptotic freedom and confinement is through a discussion
of the dfective forces that are implicit in the Feynman rules of the theory. To see what's involved,
we can consider first the more familiar case of quantum electrodynamics (QED), where we know

3How to minimize these errors in practical cases is a subject of on-going discussion and contrtersgson,
1981 Stevenson, 1984Brodsky, Lepage, and Mackenzie, 1983odsky and Lu, 1994 We shall take the point of
view that weaku dependence is a good qualitative sign that errors are not large, but that this assumption must be
closely examined on a case-by-case basis.
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quite well the basic force, the Coulomb force, derived from the potential between two particles at

reSt, 1
V(@ Q) = o Qﬁ?z .

Q: andQ, represent the magnitudes of two charges, separated Diye charges are measured in

a system of units in which the permittivity of the vacuugg ih mks units) is unity. (This is the
usual system of units for quantum field theory.) Let us see how this potential comes about in QED,
which is the abelian version of the gauge theory with Lagrange density2BE3. (

The Coulomb potential may be derived by considering the scattering of two very heavy charged
particles. If the particles are ficiently heavy, we can ignore energy transfer compared to momen-
tum transfer, and use a nonrelativistic approximatighiZM < M). If we wanted to go into detail,
we would compute the nonrelativistic scattered wave functions in terms of momentum transfer,
from which we could infer a spatial potential. We shall short-circuit this reasoning and just give
the rule: the potential is the spatial Fourier transform of the gauge field propagator, considered as
a function of three-momentuntk() only, multiplied by the coupling constants at the vertices and
divided by—i. For equal charge$); = e, this is

(2.29)

V() = —ezf(zﬂ)3 "kr_kz
B sin(kir|)
= ez(zn)2f0 dk L (2.30)

where the second equality comes from the angular integrals. That this is the Coulomb potential for
unit charges follows from the integral formula,

® .sinX) o«
fodx - 3" (2.31)

The purpose of this simple exercise is to show how close the Feynman rules are to our ideas of
potential and force. What we have verified so far is that the potential can be found from the lowest
order diagram shown in Fi@.

(0000000

Figure 3: The lowest-order potential in QED.
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Beyond lowest order in perturbation theory the potential will still be the Fourier transform of
the scattering amplitude,
d3k
(27)3

with A(k?) given at lowest order by single-photon exchange as above.

Let us pursue our picture of the nonrelativistic scattering of heavy particles in perturbation
theory a bit further, and discuss thext of some of the perturbative corrections to Bgshown
in Fig. 4.

V(r) = e kTAK?) , (2.32)

S

V2
£33 2

10994

Q)

Figure 4: Field theory corrections to the potential in QED.
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These graphs descrilie*) contributions to the potential, whose momentum dependence may
be diferent from the lowest order. We may think of the fermion loop in the first diagram as virtual
“light” fermions, of a massn « M. To define the potential at this order, we actually need to
introduce an infrared cuffy or to sum over soft photon emission, and to carry out renormalization.
All this will not affect the main point we want to make here, however, and we shall assume that
this has been done, without going into details. Rather, we shall concentrate on the physical picture.

Our basic problem is that we cannot separate experimentally the contributions of the various
diagrams of Fig4, or those from yet higher orders, from the lowest order amplitude. As we shall
see, the higher-order corrections modify the momentum dependence, and therefore the potential.
How then, do we ever manage to determine the electromagnetic coupling? We daeififing
the amplitude at some fixed momentum transfiet = t, to be

t
Alto) = QE ) | (2.33)
0
where thdine structure constant is
e
= —. 2.34
@ 4 ( )

Notice that this form says nothing yet about the momendigpendencef A(t), only about what
it is at a specific value of its argument. Since we define this to be the coupling dividgdtbg
value of the coupling that we find depends upontgitbat we choose.

The qualitative &ects of the corrections in Figt to €(t)) = 4na(ty) are easily understood
without explicit calculations. The main contribution is from the first diagram, in which the two
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incoming charges are linked by a virtual photon that includes a “self-energy” diagram consisting
of a fermion-antifermion pair. The net charge of such pairs is zero, and they act to “screen”
each of the original charges, as seen by the other. We may think of each heavy charge as being
surrounded by a cloud of light charged pairs. If the incoming charges are far apart, each sees a very
large cloud which serves to decrease tiieative charge of the other. Agincreases, however, the
charges come closer together (by the uncertainty principle), get inside the clouds, and the screening
becomes lessfkective. This we can summarize by

d
dto

at least for contributions from the first diagram. Actually, the next two diagrams, in which virtual
photons are emitted and reabsorbed by one of the charges, do not change this result, because at
this order, the emission of an extra virtual photon does not change the charge distribution at all.
Explicit calculations show that Eq2(35 holds quite generally. It states that as the momentum
transfer increases, the observed charge also increases. We shall see how to make this observation
guantitative in the next subsection. Clearly, this is a problem at extremely high energies. For QED,
however, the charge, as observed in Coulomb scattetgng 0) is so small, tha€?(ty) does not
become large until truly astronomical scales.

Now let us see what happens in QCD, where we definefiattere chargeg?(to) by direct
analogy to Eq.Z.33. We also define anfective “fine structure constant” for QCD by

(t)) > 0, (2.35)

2
s = J (2.36)

:E.

The corrections of Figd are all present in QCD, with photons replaced by gluons. In addition, at
the same order, we also have to include diagrams with three-gluon couplings, asin Fig.
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Figure 5: Non-Abelian correction to the QCD potential.

As in QED, the €ect of virtual corrections is to surround our heavy (nonabelian) charged
particles by clouds of charge. There is a very importaffedence, however. In the nonabelian
case the emission of a gluon does leave the nonabelian charge of the heavy particle unchanged.
Although the total charge is conserved, it “leaks away” into the cloud of virtual particles. Thus,
for smallty, when the two heavy particles stay far apart, they are actuadielikely to see each
other’s true charge. Af increases, they penetrate further and further into each other’s charge
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clouds, and are less and less likely to measure the true charge. For this (only heuristic!) reason, we
may expect “antiscreening” for the nonabelian theory, just the opposite of QED,

ias(to) <0. (2.37)
dto
This means that &g increases, the observed coupling decreases. This is what we maayrby-
totic freedom At the same time, ag decreases, the coupling increases. Again, explicit calculation
verifies this behavior. Of course, it is easier to go to small energy than large, and we shall see that
at low energies theffective coupling deduced from perturbation theory actually diverges. This
shows that perturbation theory will not be applicable at low energies where, apparently, the inter-
action becomes very strong. In this fashion, a perturbative description at short distances and high
energies is compatible with confinement at long distances and low energies.

Let us now go on to make these observations more quantitative, by introducing an explicit
equation for the #ective coupling. This discussion will also serve to introduce a very important
concept for QCD, theenormalization group

2. The Renormalization Group and the Hfective Coupling

Let's see what the two-particle scattering amplitude looks like for momentum transfers not
equal toty. As we have seen, it is necessary to introduce a unit of pass]led therenormaliza-
tion scale In the case at hand, for heavy-particle scattering with momentum tragsvee may
chooseu as
ue=—to. (2.38)

This notation is a generalization of the specific choice, E@3), that we have made to define the
amplitude. In fact, the latter is a special case of a “momentum subtraction scheme”, as introduced
in Section2.. To defineA(tp) in perturbation theory, it is necessary to introduce a renormalization
mass, and Eq2(33 is one way to do this.

In terms ofas(?), the amplitude is of the form

1 In(k2/,2 1
AK) = o) s + amag(f)% + ap00d(d) (2.39)

with a,; a number anayg a possibly complicated function of the masses and the infraredfcuto
Now here is the fundamental observation, upon whichrém®rmalization groups based. The
group consists of simply the set of all rescalingg:ofThe amplitudeA(k?) is aphysicalquantity,
that can, in principle, be measured by experiment. As sudanihot depend on our choice of.
This is equivalent to Eq2(28), or in this case,

dltA(t)]
g T

0. (2.40)
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Then, from Eq. 2.39,

2
W) o) e (2.41)

Thus, we have derived an equation for tHigeetive coupling, which determines jisdependence,
so long as the coupling remains small enough that higher-order terms remain small. The solution to
this equation is known as thegectiveor running coupling. According to our observations above,
in QCD we shall find tha#,; > 0, so that the coupling decreases:ascreases. Thus, asymptotic
freedom is a quantifiable concept.

The conventional way of expressing asymptotic freedom is through the dependence of the linear

couplingg(u) = A4nas(u?), )
ug—# = Blo()) . (2.42)

where thebeta functioris a power series ig beginning aO(g®),
2
Blg) = —g(%ﬁl +(3) ﬁz+~-) . (2.43)
T 4

B1 can be found directly frona,; calculated as above, or from any other physical quantity that
depends o in perturbation theory. It is, as expected, positive for QCD,

B1=11-2n¢/3 = (11N - 2ny)/3, (2.44)

wherens is the number of flavors of quarks ald the number of colors. The positive contribution,
11, comes mainly from the nonabelian diagrams, Bid-he negative contribution;2n¢ /3, which
weakens asymptotic freedom, comes from the the fermion loop diagram id.Higthese terms,
the solution to the lowest order approximation to Efj4@) can be written in terms af as

a’s(llg)
1+ (B1/4m)as(ug)In(u?/ud)

where the value of(u3) gives the boundary condition for the solution of th&eliential equation.
In this form, the running coupling seems to depend on lg(h3) andw3, but in fact it has to be
independent of where we start. Therefore, it is often convenient to ay(té) in terms of a single
variable,

as(u?) = (lowest order) (2.45)

i
as(u?) = BnG2/AD) (lowest order) (2.46)
where .
A = e Z/Besd)  (lowest order) (2.47)

sets the scale for the running coupling. This scale is the famgys which is the subject of much
measurement.
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A more accurate solution fers(?) is obtained by using the first two terms in the beta function.
One conventionally writegs(i?) in an expansion in powers of In(u?/A?), where the coficient
of [1/ In(u?/A?)]" is a polynomial in In(Ing?/A?)). KeepingB; andp, allows us to determine the
codficients of [ In(u?/A?)]?,

o) | 1 _ﬁz'n(|n(/12/1\2))+o( 1 )
A ﬂ1|n(/.12/1\2) ﬁ:imZ(#z/AZ) In3(,uz/A2) s

(2.48)

whereB, = 102 - 38n¢/3. Notice that there is no contribution of the foahin?(u%/A?). Such a
contribution can be absorbed into a redefinitiomofOne defines by the condition that = 0. If
renormalization is carried out according to M& scheme, then here is called\ys.

E. Quark Masses

Having discussed the QCD coupling, we now turn to the other physical parameters in the La-
grange density, Eq2(1), the quark masses. When we compute higher order loop graphs in the
theory, the corrections to the masses are divergent (infinite but temporarily controlled by some
regularization process) and the masses themselves must be renormalized. The simplest renormal-
ization scheme,“MS” involves the continuation of the theory into a dimensifiardnt from four
(AppendixC:). Let us illustrate this feature in QED, in the MS scheme. When we compute the
one-loop change in the mass, we find, ir 2e dimensions,

my = m{1+ se’1 +0O(eh)}, (2.49)
8r2 e

wheremy is the mass parameter in the Lagrangian in the absence of interadier®)(andmis
the parameter that we use in the interacting case. Note that both masses are still mathematical pa-
rameters. As expected, as» 0(n — 4) the diference between the two is infinite, corresponding
to an infinite shift in the mass due to the interaction of the electron with its own electromagnetic
field. This is not as bad as it sounds, simag in particular, is not observable. The advantage
of using this particular renormalization scheme is tmeindm, are related by a simple formula
which involves an expansion in pole terms with residues which are powers in the renormalized
coupling constant.

Note that neithem nor my is the physical mass of the electron. We must define the physical
mass of the electrom, as the position of the pole in the renormalized electron two-point Green
function. An examination of the corrections to this propagator in perturbation theory yields the

finite relation

@ 3w,

whereu is an arbitrary mass scale. We thus know the identification between the mathematical
parameter in the renormalized Lagrangian and the quantity which is measured in the laboratory.
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For QCD this last step does not work. Color confinement is postulated to explain the absence
in Nature of free quarks and therefore the physical mass is unobservable. In perturbation theory
there is a parameten, and a renormalized parameter which is treated in the renormalization
group equation in the same way as the coupling constant. If we choose the mass independent
renormalization scheme given above then the solution of the renormalization group equation fol-
lows from the introduction of a running coupling constgt) for the quark-gluon interaction and
also a running mass(u) for every quark flavor (up, down, strange,etc). In the theoretical analysis
of deeply inelastic scattering from “light-mass” quarks the only true scale is the quampfity.

The running masses decrease as the scale increases so ratios SUthg@s, are small for the

up, down and strange quarksgsser and Leutwyler, 1982Therefore we are justified in treating

these quarks as massless. The running mass is evaluated at a scale where it is small, and therefore
plays no role in the analysis of data.

In the case of the heavier quarks, such as charm, bottom and top the masses from spectroscopy
are largeAqgcp < me < m, < m, so there are new scales in the theory. First we observe that
when we choose the renormalization scale close to the mas$ the heavy quark, the pole of the
heavy quark propagator is closep®= mé (with orderas(mg) corrections). At scales of virtuality
well below the quark mass, the onlyfects of heavy-quark propagators are in loop corrections
and of a form that they can be canceled by adjustment of renormalization counterterms. This is
thedecoupling theoreraf Appelquist, Carazzone and SymanzZiymanzik, 1973Appelquist and
Carazzone, 197%Appelquist and Carazzone, 197 %hen we work with virtualities well above
the heavy quark mass, it is the mass that can be neglected: we treat the quark on the same footing
as the light quark and the renormalization sgalis of order the large scale. Clearly we have
two regimes: whem > mg, the heavy quark participates fully, and when< mg, we should
omit the heavy quark. Matching conditions are necessary. As Collins, Wilczek ancCaéieg,

Wilczek, and Zee, 1978Nitten, 1976 Georgi and Politzer, 19j&howed, this can be done by a
suitable choice of renormalization scheme. They M&for everything whemn > my, but they

use zero-momentum subtraction for loops with heavy quarks whemg, andMS for everything

else. This method gives automatic decoupling of heavy quarks when it is applicable, and allows
calculations at scales of order, with all mass #ects taken into account. At the break point

1 = Mg the number of active quark flavors in the beta function is changed by exactly one, and
the coupling is made continuous there. It can be shown by explicit calculation that, at the one-
loop approximation, this break point is atmg = 1 and not at some other ratio, provided that

MS renormalization is used. If desired, higher order corrections to this matching condition can
be calculated. It is not yet known how to make an accurate direct experimental measurement of a
running quark mass, so we simply adjog to fit a physical quantity such as the production cross
section. Therefore one should not be surprised when these masses do not exactly agree with the
naive expectation of one-half the energy of the threshold for “open” heavy quark production.
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F. Infrared Safety

With our solution for the running coupling, we now have an idea of how asymptotic freedom
can help in a practical case. Letp; - p;/u?, m¢/u?, g(u)) represent some physical quantity that we
can compute in perturbation theory,

pi'pjmiz

O-( s T 5
e

Pi - P ”\2

2P

g() = > a Jrd(w) , (2.51)
n=0

where thep; denote external momenta angl the internal (quark) masses; and any external
invariants that are also small. It is quite common that théfmentsa; are large, regardless of the
value ofag(u). In fact, almost all cross sections in perturbative QCD are infrared (IR) divergent,
because of the vanishing gluon mass (see Set¥ign That is, they are not even defined in the
renormalized theory. Nevertheless, we shall find that there is a large class of quantities which are
infrared safe(Sterman and Weinberg, 197/1okshitzeret al, 1980Q. Infrared safe quantities are
those which do not depend on the long-distance behavior of the theory. For such quantigs, the
are infrared finite, and also possess a finite limit for vanishingo that

2 2
9 o = o Z.0.af1+0 T} 252
" M Q
where@? is a scale characteristic of the large invariants amongothe;. (When there is more
than one such scale, the situation becomes more complicated, but can remain within the realm of

o

pQCD.)
For an infrared safe quantity, EQ.28 has the solution
QZ
G(F’ 0,9(u)) = 0(1,0,9(Q)) , (2.53)

in which all momentum dependence has been put in the couplings. @hefarge, the coupling
decreases, and the perturbation series becomes better and better.

A major goal of perturbative QCD is to identify and analyze experimental quantities to which
asymptotic freedom may be applied consistently. We shall often find it necessary to reorganize the
perturbation series to identify and compute infrared safe quantities. Typical of the results are the
factorization theorems to be discussed in SedfibnBefore reorganization, the cieients in the
perturbation series are so large that it is of no practical value to use them. After reorganization, we
isolate factors for which low order perturbation theory is useful in practical applications.
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1. The Parton Model: Fundamental Cross Sections

A. Overview; heuristic justification

The parton model is applicable, with varying degrees of accuracy, to any hadronic cross section
involving a large momentum transfer. Historically, its developmé&rly(man 1969Bjorken and
Paschos, 196%eynman, 197Pwas a response to the observatiorscéling(Bloomet al., 1969
Breidenbactet al, 1969 Friedman and Kendall, 19F2which we shall define below. The parton
model interprets scaling as a consequence of charged pointlike constituents in the proton. These
pointlike constituents are the quarks of QCD.

The parton modelis, in essence, a generalization of the impulse approximation. We assume that
any physically observed hadron, of momentptis made up of constituent particles, its “partons”,
which we shall identify with quarks and gluons. At high energy, we neglect the masses of hadrons
and partons compared to the sc@lef the hard scattering. Furthermore, we assume that every
relevant parton entering the hard scattering from an initial state hadron has momeftumith
0 < x < 1; herep” is the momentum of the parent hadron avithin the hard scatteringve make
the approximatiorp? = 0.

Parton model cross sections are calculated frontrdeegraphgno loops) for partonic scatter-
ing, by combining them witlprobability densities, as follows. Consider collisions of hadréns
andB to make some suitable final state, e.g., one containing a lepton pair of large invariant mass.
(This particular case is the Drell-Yan process.) Then the parton model cross section for this process
has the schematic form,

1
oaePP) ~ Y[ X Gy ep X D) a0 000). CE

partons ij

whered; is the corresponding Born approximation cross section for the scattering of peatwhs
j to produce the chosen final state, ang(x) is the probability density for finding partann the
hadronh, carrying momentumxp, 0 < X < 1. ¢;,a is called thedistributionof partoni in hadronA.

Similarly, for a final-state hadro@, with momentunv, we relate hadronic to partonic cross
sections by

1
doc() ~ )] f dz d5(¢/2) Dei(@) (3.2)
partons K 0

where nowDc/«(2) is thefragmentation functionhat describes the probability for parténwith
momentum*/zto produce a hadro@(¢) in the final state. A general parton model cross section
will involve both initial- and final-state hadrons of definite momentum.

The physical insights behind the parton model are most easily seen in deeply inelastic lepton-
hadron scattering. Fig. gives a schematic picture of this process in the spirit of the parton model.
Fig. 6a shows the system before the scattering, as seen in the center-of-mass frame. The hadron, say
a nucleon, consists of a set of partons (denoteg’s); in some virtual state of definite fractional
momenta& p. The central observation is that this virtual state is characterized by a lifetime
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the nucleon rest frame. The precise value depends on the details of nucleon structure. Let us
suppose, however, that there is dfeetive lower boundr > 7q, so that the nucleon is made up
primarily of virtual states of non-zero lifetime in its own rest frame.

(a)

Ep

(b) ©

Figure 6: Schematic parton-model picture for deeply inelastic scattering.

In the center-of-mass system, the nucleofiess both Lorentz contraction and time dilation.
Thus, in this frame, the lifetime of our virtual staterd — \f“z/cz)_l/2 > 1, with v* the velocity.
Combined with Lorentz contraction (indicated in the figure by a disc shape), this means that the
time it takes the electron to cross the nucleon vanishes as the center-of-mass energy goes to infinity.

Therefore, at the time of collision, Figb, the electron sees a collection of partons that are
effectively “frozen” during its transit. To exchange a large momengtiiwith one of the partons,
the electron must come as close to it@d/Q) in the transverse direction, by the uncertainty
principle. The details of the exchange depend on the underlying electron-parton interaction, such
as QED.

Most importantly, if we assume that the partons are more-or-less randomly spread out over the
disc, the probability of finding aadditional parton near enough to take part in the hard scattering
is suppressed by the geometrical factor

1/Q

R
with Ry the radius of the nucleon. Such an estimate makes sense to the extent that the partons are
effectively “frozen” during the short time it takes the electron to pass by. Then the cross section

(3.3)
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may be written as the probability of finding a parton with given momentum fraction, times the
cross section for the interaction.

After the collision, Fig.6c, anything may happen, and as the scattered electron recedes, the
fragments of the nucleon interact, create quark pairs and eventually respect confinement. All this
is assumed to take place on time scales that are also long compared with the electron’s collision
with the nucleon. Then the process of “hadronization”, by which quarks and gluons coalesce into
the observed particles, happens too late to influence the hard scattering itself. This assumption
underlies the idea of treating the parton-electron scattering in the elastic Born approximation. We
do not assume that the scattered quark is really on-shell, only that it is much closer to the mass
shell thanQ?, and lives a much longer time thapQ, asQ — .

In summary, the parton model rests upon two physical concepts: the Lorentz contraction and
time dilation of internal states of the nucleon, and the long-time nature of hadronization. The
“Initial-state” interactions between partons happen too earlyffiecathe basic scattering, and
hence the inclusive cross section, while the “final-state” interactions between fragments happen
too late. Up to kinematic factors, then, the scattering is directly proportional to the density of
partons, which is frozen over the short scattering time scale.

To apply the parton model formulas, Eg3.1) and @3.2), we need to calculate elastic scattering
processes for these partons in the Born approximation. Of course, we don’t get something for
nothing, and it will also be necessary to incorporate information on the structure of hadrons via the
functionsgi n(x). The magic of the parton model is that itiet necessary to solve the problem of
hadron binding. Instead, the required information will be available from experiment. To see how,
we study cross sections for the scattering of hadrons and leptons. Such cross sections will begin
at ordera?, with @ = €/4n the electromagnetic (or more generally electroweak) fine structure
constant.

B. Lepton-Hadron Cross Sections

There are three standard lepton-hadron parton model cross sections, corresponding to the fol-
lowing underlying partonic reactions: lepton-parton elastic scattering, lepton pair annihilation into
parton pairs, and parton pair annihilation into lepton pairs. They correspond, respectidelptp
inelastic scatteringe*e™ annihilation and theDrell-Yan process At the (observable) hadronic
level, these cross sections are all inclusive for hadrons in the final state. In this subsection we treat
deeply inelastic scattering.

1. Deeply inelastic scattering kinematics.
A deeply inelastic scattering (DIS) process is generically of the form
(k) + h(p) - '(K) + X, (3.4)

where((K) represents a lepton of momentkf h(p) a hadron of momenturpt, and X an arbitrary
hadronic state. Normallyy(p) will be a nucleon or nucleus. The process, illustrated in Figs
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initiated by the exchange of vector bos¥n The classic DIS experiment is totally inclusive in

the hadronic final state, so that it is necessary only to observe the outgoing lepton, of momentum
k’*. The discussion of DIS, more than any other cross section, is couched in a rather specialized
kinematic notation, which we will now briefly review. It should be kept in mind that the kinematics
are much more general than the parton model, and even than pQCD.

'K

1(k)

h(p)

Figure 7: Deeply inelastic scattering.

In DIS, the momentum transfer between lepton and hadyads,spacelike,
g = kK -k*,
- = Q@ (3.5)

In addition, as the term implies, in DIS the hadronic final skateas an invariant mass much larger
than that of the nucleon. This is normally parameterized in terms djiwen scaling variable,

X,
¢ _ @&
S 2p-q 2my’
wherey is the energy transferred from the lepton to the hadron in the hadron (target) rest frame,

(3.6)

v=p-q/mh=E«—Ex. (3.7)
v is naturally related to the dimensionless variaple

_Ppa_E-E

KT E (3.8)

y

that measures the ratio of the energy transferred to the hadronic system to the total leptonic energy
available in the target rest frame.

For a nucleus with atomic numbéy; it is usually convenient to rescaleby A, so that the
denominator in Eq.3.6) is still the mass of a nucleon. For fixeglthe mass of the hadronic final
state is given by

W2:nﬁ+72(1—x). (3.9)

Thus, forx fixed andQ? large, the mass of the hadronic final state is also large.
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The incoming lepton may be an electron, a muon or an (anti)neutrino, for recent references,
consult Geesamaret al, 1990, and the exchanged vector boson a phoWwh, or Z. At lowest
order in electroweak interactions, the cross section may be split into leptonic and hadronic parts,

— d3k/ Cs/ L/lV
25k’| 4r?(cf — mg)?
whereV labels the exchanged vector boson, of nragsand where

do

(k, YWY (p, 0) , (3.10)

Cv = €,
9
2V2’
for reasons which will become clear in a moment. (Note that each weak interaction coupling
involvesg = e/ sinfy). In this equation, we assume the forg,s/(q? — mZ) for the vector boson
propagator, neglecting gauge- and mass-dependent terms proportigngl.t@orrections to this
approximation vanish fov = y, and are suppressed by the ratigm, for V = W=, Z.

The leptonic tensors can be evaluated explicitly (with a conventional but arbitrary normaliza-
tion) from

er = (3 11)

Ao = 3 Tr [ K, (k- AT |, (3.12)

wherel'y, is the perturbative vertex coupling leptéito vectorV and the (unique) outgoing lepton
¢, but with the factorc? removed. The factor/2 is for the spin average for unpolarized electrons:
it should be removed for neutrino scattering. To be specific, we may take

D.o= (3.13)
Dy, = Y1 —vs), (3.14)
Dy = Y(@+7s). (3.15)

The hadronic tensor, on the other hand, is defined to all orders in the strong interaction in terms
of the matrix elements

1 . :
WOP(p.a) = o D D (R o)}, (OIX) (X1}, (O)Ih(p. o))
o X

x (2r)*6*(p+q - px) - (3.16)

Here, jl‘j(x) is the appropriate operator electroweak current, labeled by the corresponding vector
boson, and divided by the appropriateEq. 3.11). (This procedure doasot result in unit cou-

pling for quarks; see Sectigh). When appropriate, we average over the nucleon spimhich
simplifies our analysi. We have performed this average in E§.16), and the normalization
factor includes a factor/2 for this average.

14spin-dependence has lately emerged as a topic of interest and controversy in expeksherar(et al., 1988
Ashmanet al,, 1989 Alguardet al,, 1978 Alguardet al,, 1979 Baumet al,, 1983 and theory Efremov and Teryaev,
1988 Altarelli and Ross, 1988Carlitz, Collins, and Mueller, 1988odwin and Qiu, 1990Jdfe and Manohar,
199Q Gliick and Reya, 1991
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Symmetry properties give important restrictions on the fwﬁﬁh) may take. These restrictions
may be summarized by expanding the tensor in terms of sealacture functions \f\\/h>. The
general expansion may be expressed as

W = (o S g o)

+(p/1 - p q)(pv_qvp q) _Wé\/h)(x’ Qz)

@ g
) 1
—ue,wwpﬂqfﬁw;v“)(x, ). (3.17)

Note that there are a variety of conventions in the literature about the definitidviis anhd of the
variablev. This variation is less pronounced for the scaling structure functorns be defined
below. Our conventions for thE;’'s are consistent with those in the 1992 Review of Particle
Properties Rarticle Data Group, 199Ztaking into account its Erraturt? (Particle Data Group,
19921, and with the detailed derivation found in Chapter 6defWit and Smith, 198&lthough
our W, differ from those of the latter).

The structure functions are generally parameterized in termsanfi Q2. At this stage, there
IS no relation between th‘e/i(Vh) for different boson¥, although parity invariance of the strong
interactions implies that

\Néyh)(x, Q%) =0 (for photon exchange only) (3.18)

The functionsW, of Eq. (3.17) are usually replaced, for the purposes of exhibiting data, by
alternate, but equivalent, structure functidgfiswhich will turn out to be particularly simple in the
parton model,

Fix Q) = Wi(x QY.
Fa(x Q@) = %Wz(X,QZ),

F3(X’ Q2)

Yet another equivalent basis for the structure functions is inspired by assigning polarizations to the
vector bosorV, in the target rest frame:

%wg(x, ). (3.19)

1

@) = (0:L-1.0).
@@ = %(O;Lw),
Elong(q) = i(\'(92""/2; 0,0,v). (3.20)

\/@

15 The erratum refers to the expression Faron page 11.52 inParticle Data Group, 1992 does not apply to the
Particle Properties Data Booklet.
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These correspond to helicities &fL,, —1 and to longitudinal (sometimes called “scalar”) polar-
ization for the exchanged particle, respectively. Up to corrections of onfl&p?, \N,ﬁ\vlh) has the
expansion,
. h
WO = " e (@)a@), FY(x 6 (3.21)
A
whered = L, R, long labels the helicity. In this approximation, the “helicity” structure functions
are related to the structure functions of E&10 by the simple relations
F>
FLr=Fi1xF3, Fiong= PV Fi. (3.22)
X
The structure functions can be found directly from experiments in which only the outgoing
lepton’s momentum is measured. For instance, tiferdintial cross section in terms of the dimen-
sionless variableg andy may be written in terms of incoming and outgoing lepton energies and
scattering angle in the target rest frame as

do ()
dxdy

= N [2W(x, ?) sinf(6/2) + WL (x, ¢?) cos(6/2)
£ WV (x, qZ)% sirt(0/2) | (3.23)

where thet corresponds t% = W*, and where

NE = 87r012—ran

Q4 b
NOW) = NOW) ez ME . (3.24)
2 sirf (Bw)(Q? + M2 )2

Here6y, is the weak mixing angle, anth?/(2M, sin® 6w) = G2 /x, with G the Fermi constant.
Other useful expressions for this cross section are given directly in tergs of
y2

A mx
o N > 2xFYY 4 (1 -y - —ZEy)Fé\/h)

2
+ou(y — VE) xFYP | (3.25)

whereéy, is +1 for V = W* (neutrino beam};1 for V = W~ (antineutrino beam) and zero for the
photon.m, is the target mass.

2. Cross Sections and Parton Distributions

Now let us see what the parton model has to say about DIS. As emphasized above, in the parton
model the scattering of the nucleon is due entirely to the scattering of its individual constituents. If
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these constituents are quarks and gluons, then only quarks will couple to electroweak currents in
the Born approximation. The DIS cross section is then given by the probabilitg), of finding
a quark of flavorf and fractional momentumin hadronh, times the cross section for tieéastic
scattering of that parton.

A typical parton model DIS cross section is therefore given by

(0

do-(fh) Born
.o, P 9= f & G (6.0 @) (3.26)

The distributiony; y, is at this point undetermined. The perturbative equivalent of the parton model
picture of DIS is illustrated, in “cut diagram” notation (Appendix B), in Fsg.

\
h(p)
(a) (b)

Figure 8: Parton-model picture of deeply inelastic scattering: (a)Parton-model scattering,
(b)Interference graph.

We note the absence of diagrams such as &bg.in which the scattering of quark with
fraction¢ interferes with the scattering of a quark of fractignthe momentum being made up by
an extra gluon. This feature is referred to as the “incoherence” of the parton model.

From Egs. 8.10, (3.17) and @3.19 we derive relations for the structure functioRsin the
parton model,

1
R0 =) [ 9 en@  (a=13), (3.27)
f
1
R0 =Y [ e O o). (3.28)
f

Here theFi(Vf) are the structure functions at the parton level; they can be calculated from the Born
diagram of Fig9. The factor of 1¢ in Eq. (3.27) arises from the normalization of the parton states
as compared with the hadron states and from the factogsiofthe definitions of the structure
functions fromw,, — the vectorp” must be changed #p* for scattering & a parton.

For example, with electromagnetic scattering, we have

1 e
WS%,Q? Triy. (b + &)y, p] 2r)*6“(p - p-0q), (3.29)

(\N(Yf))Born
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Figure 9: Born diagram.

wheree(} is the electric charge of the quark of flavbr A factor e has been absorbed intp in
Eq. 3.11). This gives
2FYP(x) = FYP (%) = Q26(1 - X) . (3.30)

Substituting these functions into Eq3.47) and @3.28), we find the electromagnetic structure func-
tions in terms of quark distributions,

2FV0) = FSP(0) = > Qixpen(¥) - (3.31)
f

Two important aspects of these expressions are:

(i) the structure functions depend on the Bjorken scaling variataely, and not on the mo-
mentum transfer directly;

(i) the two functions satisfy the relatiorxB; = F.

The first result is known ascaling (Bjorken, 1969. Its observationBloom et al, 1969 Brei-
denbactet al, 1969 Friedman and Kendall, 19F%vas the inspiration for the parton model. The
second, known as th@allan-Gross relationCallan and Gross, 19%%ollows from the specifics
of the Born diagram, Figd, and as such is evidence for the spj@-thature of charged partons (the
quarks).

Evidently, measurindr, or F, immediately gives an experimental determination of the combi-
nation of distributionsy’; Q%¢,n(x) for h a proton or a neutron. Now isospin invariance implies
that

Gup = ddm s bd/p = Pun (3.32)

with u the up andd the down quark. In the approximation that the proton and neutron contain
u andd quarks only, a measurement®$ for p andn, combined with Eq.%.32), determines the
distributionsg,;, andgq,n. These distributions can then be used to predict other DIS cross sections,
such as neutrino scattering, to the same approximation.

Of course, in real life things are not so simple. Quantum mechanics tells us that virtual states
will include quark-antiquark pairs of every flavor. The sum in E33() will therefore include the
strange, charm, and even the bottom and top quarks, in addition to all the antiquarks. Although we
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may expect that the admixture of very heavy quark pairs in a nucleon is relatively small, we clearly
need more information than is supplied by electromagnetic scattering alone, even to determine
the distributions of light antiquarks, for instance. For this purpose, we shall find neutrino and
antineutrino scattering ideal.

The parton model cross sections for charged weak currents are almost as easy to compute as
for the electromagnetic current, and the answers are just as satisfyingly simple. Quarks of definite
mass — that is, the quarks of the strong interaction Lagrangian — are not eigenstates of the weak
interaction Lagrangian. As a result, the basic vertexuferWW~ — d is almostlike the vertex for
ve+ W™ — e, i.e., (1/2V2)gy*(1 - ys), with g = e/ sindy, but not quite. Insteady is replaced
by gVu4, WhereV,q is an element in a three-by-three unitary matrix called@abibbo-Kobayashi-
Maskawamixing matrix. As a result of the mixing, the absorption aMa can change an up quark,
not only into a down quark, with couplingjV,q but also into a strange quark, with coupligys,
or a bottom quark, with couplingVy,. The three mixing matrix elementgg, Vs andV,, form a
row of the unitary matrix/, and hence satisfy

|Vud|2 + |Vus|2 + |Vub|2 =1. (3-33)
In practice V, is relatively small, and
Vud ~ €0SOc, Vys~ Sindc , (3.34)

whereéc is the same Cabibbo angle that was first introduced to relate strangeness changing to
strangeness preserving weak decays.

We are now ready to compute the parton model hadronic tensor for charged weak currents
acting on the up quark, through the exchange 0t afrom an incoming antiquark (of any flavor).
We find (compare Eq3(29)

u 1 &
(W,(Xv ))Bom = & M Tr [)’u(l —vs)(D+ @)y, (1 - s) [D]

x (2n)**(p - p-0), (3.35)

where we have used E®.83, and have, as usual, neglected the masses of the outgoing quarks.
The factors ofV,j|> have summed to unity in the inclusive cross section, while the overall factors
cw are absorbed into the normalization of the cross section as irBEJ).(

Computing theF’s for individual quarks and antiquarks, and hence for hadrons, is now a
straightforward matter of taking traces. We won’t give the details here, only quote the results.
The relation to parton distributions is simplified for some purposes in terms of the sumgfand di
ences of neutrino and antineutrino structure functions,

1,_w .
FW0 5 (FVD & gV, (3.36)

We now introduce the notatiod,(x) for the parton distribution for quarkl of charge 23 (up,
charm, top) in hadroh, andDy(x) for quarkD of charge-1/3 (down, strange, bottom). Also, it
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is convenient to definealencedistributions for theJ andD quarks by

UN®) = Un(x) = Un(¥), (3.37)

Di(¥) = Dn(X)— Dn(x).
The motivation underlying these definitions is that for every extra antiquark produced in a virtual
state there is also an extra quark. The valence distributions are what is left when the influence of
these “extra” quarks (usually callegtaquarks) is removed. (However, note that sea quarks and
antiquarks need not necessarily have the same distributi in

In these terms, the parton model results for charged weak interactions are remarkably informa-
tive. First of all, we find that the relation characteristic of spin-one half partons still holds,

2xFWY = FIV0 (3.38)
The explicit results for the sums of structure functions are

FE = x DT Dn()+ D) 1+ % Y T Un() + Un(¥) 1,
D U

FI = Y Dh+ ) Ui, (3.39)
D U
while for the diferences we get
FI = x ) DH - x Y Ur)
D U

21D +Du(¥) 1= ) [ Un(X¥) +Un(¥) 1. (3.40)
D U

If we measure all four of these distributions, for batlandn, and assume isospin invariance and
an isospin-symmetric sea (i.a(x) = d(x) = s(x), with c(x) = b(x) = t(x) = 0), the full set of cross
sections becomes overdetermined, and the self-consistency of the parton model may be tested. The
sole one of these assumptions that is dangerous in QCD is the assumption of isospin-symmetry of
the sea quarks.

For completeness, let us give the same results as above, in terms of naitt)ren@ antineu-
trino (W™) structure functions directly,

FOvn) 2x( Zol Dh(X) + %“ Un(¥) ) (3.41)
W 2x( ZD: Dh(x) + ZU: Un(¥) ) (3.42)
and
FVD = 2( ZD: Di(x) - ; Un(X) ) (3.43)
PO = o[ - ZD: Da(X) + %“ Un(9) ) (3.44)
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C. ete Annihilation

Another fundamental cross section is the annihilation of lepton pairs into hadr@mis—
hadrons There are three variations on this theme for which we can derive predictions in the parton
model: the total cross section, single-hadron inclusive cross sections and jet cross sections.

1. Total cross section

The total cross section fa*e annihilation into hadrons falls immediately into the parton
model framework, because it is completely inclusive in the hadronic final state. At the same time,
there are no hadrons in the initial state, so the parton-model cross section is given immediately
in terms of the lowest-order electromagnetic elastic cross sectiog*&r — qq. This cross
section is given by the “annihilation” Feynman diagrams, shown in Higin which the lepton
pair annihilates into a virtual photon drvector boson, which subsequently decays into the quark
pair. The fermion-vector vertices are given by (compare B4.5) eQy* for the photon, withQ,
the fractional electric charge of fermiopand for theZ,

e

el = m)’“ (Vi = Aiys) . (3.45)

HereA andV; characterize the vector and axial vector couplings, and are given by

A = t3-2Qsin by,
Vi =t (3.46)

with t3 the weak isospin of (the left-handed component) of fermifip = +1/2 for neutrinos and
up quarksi~1/2 for negatively charged leptons and down quarks).

+ q
e

Figure 10: Born diagrams fa*e™ annihilation.

At energies much less than ti@emass, only the virtual photon is important, and we easily
derive the cross section from the electromagnetic vertex alone,

2
(ot = 4'“% (Z Q?J : (3.47)
f
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whereN; is the number of colorssis the squared center-of-mass energ{s= €?/4n) is the usual
electromagnetic fine structure constant, and the sum is over all quarks with masses small enough to
be produced as. Qs is the fractional electric charge of flavér In computing Eq.3.47), we have
neglected quark masses compared/® Note that, because, is directly proportional ta\,, its
measurement is a direct observation of the number of colys; 3, jointly with the fractional
charge content of each flavor.

At very high energies, like those available at SLC and LEPZtbecomes important, and gives
the full parton model annihilation cross section,

4N ra®
3s

(tot = D QF(1- 20V + [V + AT (3.48)
f

where the sum is over the final-state quarks and leptons and where

S 1
= - . 3.49
X (s— M§)(4cos@wsm9\,\,) ( )

2. Single-hadron inclusive annihilation

A stronger use of parton model methods is foundiimgle-hadron inclusiv€1PI) cross sec-
tions, for instance*e™ — h(p)+X, in which all events with a hadron of momentymare included.
The corresponding amplitudes, illustrated in Hig, are the “crossed” versions of deeply inelastic
scattering amplitudes for the hadronic antipartteld@ he latter process is found from 1PI annihila-
tion by transferringh from final to initial state, where it is identified witly and the positron from
initial to final state, where it is identified as an electron.

includegraphics[heigktlin]inclusshp

Figure 11: Inclusive single-hadron productioreire™ annihilation.

The kinematics for 1PI annihilation processes are developed in an analogous manner to deeply
inelastic scattering. The basic scale is set by the total momentum,

q 0+ 4
¢ = >0, (3.50)
with ¢; the incoming electron momentum. Two natural dimensionless variables, defined in terms of

invariants, measure the energy and direction (relative to the electron momentum) of the produced
particle in the center of mass systeins O,

2p-q
X = 7
y = Z‘_leg(l_cose%). (3.51)
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These variables are the analogues of, but not identical tox toedy defined in Eqs.3.6) and
(3.9.

For simplicity, we shall specialize to 1PI through a photon, as is appropriate for energies well
below theZ mass. In this case we have, analogous to B4.( for DIS,

1 —
dol, = (q) v (€)W (p, o) dxdy, (3.52)

with L a leptonic tensor, given at ordef, andVT/W the hadronic tensor (compare E§.19),
defined by

— 1 Lt ,
WEO(P.G) = 2- ) (O O)X. h(p. 0))X. h(p. o)l]7,(0)IO)
o X

x(2r)**(p+ g — px)
a
= —X(g,uv - qﬂ_z)F_(l),h)(X’ qz)

(P, - 4 =N, - q qzq nlﬁF?“)(x, P . (3.53)

TheF’s are 1PI structure functions, in terms of which the cross section is given by

dof. (XY, 4na? (3
The factorN; is, as usual, the number of colors, included so that we do not have to sum explicitly
over the colors of partons below. Note, as in E820), the explicit nature of thg (angular)
dependence.

The application of the parton model to 1Pl cross sections is very straightforward. From
Eg. 3.2 we have

dO'e+e (X y’ 2) ’ do-eJr (X ya 2) (vh) ’
Cdxdy Z f IXde—qy D1 (@X-x2), (3.55)

where the sum is over quark flavofgnot including antiquarks), since in the Born approximation
only quark pairs, and not gluons, are produced in the annihilation proﬁé@. is the fragmen-
tation function for quarkf into hadronh, with the latter carrying fractioz of the momentum of

the former. It now requires a very straightforward calculation, involving a single fermion trace, to
derive the 1PI structure functions in the parton model,

FOV(x) = Q2Dni(X) . (3.56)
or, in terms of the cross section,
dol. o (XY, &) na?
—ady N 2@ (1005 0) D). (3.57)

where, as above, the angle is measured in the overall center-of-mass frame.
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3. Jet Cross Sections

From Eq. 8.57), we see that in the parton model the angular dependence of hadrons in the final
state directly follows that of the underlying quarks. The ¢og 6 dependence is characteristic of
spin-1/2 particles (scalar quarks would have givert sirfor instance). This feature ranks with the
Callan-Gross relation and the normalization of the total annihilation cross section, as fundamental
evidence for quarks.

There is even more to it than that, however. If we really take Bcp7 seriously, we may
conclude that each and every hadron appears in the final state in the same direction as the virtual
guark whose fragmentation product it is. This would mean that in any given event, every hadron
with a nonzero fraction of the total energy would move either in the direction of the virtual quark
or of the virtual antiquark. In such a final state, all hadrons would appear as part of onejetstwo
of parallel-moving particles. Indeed, from this point of view, we can compygé @oss section
which in the parton model is identical with theffidirential Born cross section fete™ annihilation
into quark pairs, -

doU® (cos, o 2
e efd(x y D _ ZNC% [Z Q%) (1+cog0) . (3.58)

where nowd is the angle between either of the jets and the incoming electron in the overall center-
of-mass frame. The factor of 2 relative to E§.X7) comes from counting both jets equally. The
integral of this cross section oveifrom zero tor is the total cross section3.49.

Notice that this conclusion isotforced upon us by the parton model arguments of Seetion
There we only claimed that the cross section for a single hadron is closely related to the underlying
partonic direction. It is clear that the extension to jet cross sections is approximate at best. As we
shall see, however, this approximation becomes better and better as the energy increases. In fact,
we shall be able to reinterpret the underlying Born cross section in any inclusive parton model
cross section as a cross section for jets, emerging in the directions of, and with the energies of, the
outgoing partons. In this, lowest-order approximation, the jets are “ideal”, and consist of a set of
exactly parallel-moving hadrons. In realistic cross sections it will be necessary to define what we
mean by jets more carefully.

D. Drell-Yan Production

The production in hadronic collisions of a lepton pair with large invariant metss (u* u-,
wrv,, u” vy, etc.) yields complementary information to that revealed in deeply inelastic collisions
and electron-positron collisions.

Since the theoretical framework for the analysis of these processes was originally proposed by
Drell and Yan'® these reactions are commonly referred to as hadronic Drell-Yan (DY) production.

16seeDrell, Levy, and Yan, 1969aDrell, Levy, and Yan, 1969bDrell, Levy, and Yan, 1970Drell and Yan,
197Q Yan and Drell, 1970Drell and Yan, 1971
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The study of massive lepton pair production started with the Columbia-BNL experiment on
proton-nucleus collisiongdhristensoret al., 197Q Christensoret al,, 1973. Reviews of the early
work can be found irLederman, 1976Craigie, 1978and Stroynowski, 1981 Since the lepton
pairs have no direct interactions with hadrons they are really the manifestation of the production of
virtual gauge particlesy, W*, Z, which couple to lepton pairs through electromagnetic or weak
interactions. As the virtual gauge bosons are timelike, any on-mass-shell vector meson resonances
which couple to virtual photons, such as thg (Aubertet al, 1974 and the (Herbet al,
1977 Inneset al, 1977, are produced. The intermediate bos@sandZ can also be produced
as physical particles when the center of mass energy is large enough. In the case of the intermediate
bosons, the DY cross sections are largest when the particles are actually produced on-mass-shell.
Given their well-known branching ratios into leptonic channels, the detection of single leptons at
large p is the characteristic signal for the productionviéf (Arnisonet al,, 1983a Banneret al,,
1983a Bagnaiagt al,, 1983 andZ (Albajaret al,, 1987 Ansariet al,, 1987).

Let us consider first the basic electromagnetic reaction written as the production of a virtual
photon followed by its decay into a lepton pair

A(p) +B(P) — y(@+X
S oK)+ O(K) + X, (3.59)

where X labels all the undetected hadrons in the final state so that the process is inclusive. The
notation is the same as in the previous sections. Since the virtual photon is tingekkk,+ k'
satisfiesg? = Q%> > 0. One of the easiest variables to measure experimentaify the invariant

mass of the pair. It is convenient to introduce the DY scaling variable

T=0q/s (3.60)

where the total center of mass energy of the hadronic collision is determinedfrofp + p’)?.

The parton-model interpretation of the DY process is that in the hadronic collision two partons,
say a quark-antiquark pair, annihilate to produce the virtual photon. In this case we write the
hadronic DY cross section as a product of the partonic DY cross section for the reg&tr-

q(&'p) — ¢(Kk) + ¢'(K), times two parton distribution functions

dO_(PM) (Born)
e b PDy [ aw oo o). @e

The distributions(¢) and¢(¢’) are assumed to be the same “universal” functions as measured
in deeply inelastic scattering. The hard scattering is the Born approximation for quark-antiquark
annihilation into a virtual photon, averaged over the color degrees of freedom of the initial quark
and antiquark. The resultingfterential cross section is

do?Hep.£'p0) o e

ocP Qf 3Nz qz 5(o” - (Ep+£p)Y). (3.62)
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Substituting this result and the definitionointo Eq. 3.61) we find for the photon

dol)(p. p.0)  4na?
dop? ~ 3NoPs

1
Y [ s bum(@)otr - 62 6170(€). (3.63)
f

The general inclusive DY cross section is of the form,

d V)

[0
a = T @MW), (3.64)

with V = y, W*,Z. The factoro] contains the overall dimensions, while the dimensionless func-
tion Wy; is defined as the integral over the appropriate product of distribution functions times
couplings (in units o&), which we denote b D},

1 1
W) = [ de [ ae'otr - &)PDYle.) (3.65)
In the electromagnetic case we have
4ra?
while W} is computed with
PDLs(£.€) = > Qldqn@daslé) + dgal)dqs)) . (3.67)
q

For intermediate boson production, we only have to changjand PDyg. In the case of Z, we
have

2 1+[1-4sind2)?
o5=T .7;& [ 2 v;/] 2 (3.68)
192N sin’® y cost 6y (02 — M3)? + M2sT's
for the reactiorgq — e'e™, wherel ; is the total width of the Z boson,
a’Mz . .
I;= 1 — 4sirf 6y + 8 sirf ] . 3.69
27 24sirf 6y cog HW[ " ] (3.69)
The relevant product of distributions is
PDZs(£.€) = ) Coldqalé)dan(€) + $gal)dqs()) (3.70)
q

for production in thegq channel, wher€, = 1 + {1 — 4/Qy| Sir? 6w 2.
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The totalZ production rate is found by integrating o\ in the “narrow width approximation”
I'y < Mg,
@ _ n’as 1
' 12 sirf 6y coL by S
The corresponding results fofr= W~ are

MZ
Wy(r = —£.62 = M3). (3.72)

na? 1
W= T12NC sin* Oy (0P — M2)2 + M2 T3~ (3.72)
PDAR(. &) = COS Oc(Ua€)da(¢) + Ca®)S(@)}
+ SN’ Oc{Ua(€) Sa(€) + Ca(©)da(€)}
+(A & B), (3.73)
_ a/MW
Y7 12sifey (3.74)

whereus = ¢ya, etc. As usualpy andéc are the weak mixing and Cabibbo mixing angles
respectively. Then the tot&y/~ production rate is

O'(Vv) _ JTZQ’S }
' 35irf 6y coL by S

MZ
Wz (r = TW’ o = M§). (3.75)

E. O(aas) Processes

The next level in complexity for parton model cross sections are those for which the partonic
scattering involves the inelastic emission or absorption of a photon. The Born cross section will
then be of orderas, instead ofe?, as above. These processes are photoproduction and direct
photon production processes, respectivélyéns, 198Y.

Once again, the cross section at the hadron level is given in terms of a convolution of parton
distribution functions, the hard scattering parton-level subprocess cross sections, and the appropri-
ate fragmentation functions. The inclusive invariant cross section of theAyp8 — C + X is
given by

d3
Ec——(AB—C+X) = > f AXa X 0Ze Py (Xa) P18 (X0)
de abcd
§ d A r
X%d_(t{(ab — Cd)Dc/c(z)0(5 + t + 0),
(3.76)
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where in our case...d label partons andr the photon. Hatted variabless) (tc., refer to in-
variants of the partonic subprocess. As is conventional, we have explicitly exhibitédithetion
associated with the phase space for the two-body scattering of massless particleSingedr lfe
other kinematic factor,/Z2r), is associated with the ierence between the hadronidfdrential
Ecd/dpg, and the partonic dierential (¢'df).

Now consider the process of direct photon production in hadron-hadron collisions. The term
“direct photon” refers to those photons which are produced in the hard-scattering subprocess and
are not decay products of some particle. There are two two-body subprocesses which can produce
direct photons: the QCD Compton subprocggs~ yq and the annihilation subprocegg — yg.

The cross sections for these are

do B raas€ 0 8

FOI- ) =-—%Z(3+g): (3.77)
and g 8 0
o, _ _maas8 , 0t

F @@= = 5%G+ ) (3.78)

wheree, is the fractional electric charge of the quark Note that the running couplings, is

a function of the renormalization scale For transverse momenta of the order$, these two
subprocesses provide the dominant contribution to direct photon production. In other kinematic
regions, it may be necessary to incorporate bremsstrahltieci® which are QED corrections to
purely hadronic two-body scattering. We shall discuss this issue in a later section. Here, we only
note that we must also construct fragmentation functions of photons in partond, Ji2).

The case of photoproduction is quite similar, since at the parton level one is just the time
reversed version of the other. Accordingly, the subprocess expressitersodily by color factors
associated with the interchange of the initial and final states. The two basic subprocesses are QCD
Compton scattering and photon-gluon fusion, the cross sections for which are given by

s 85‘3 a §
a

do
E()’q —gg = - z T(é +2), (3.79)

and g 1
o _ Taas o, U
E(Yg —qQ) = ?eé(? + ﬁ)~ (3.80)

These subprocess expressions may be used ir8E®) (vithout fragmentation functions, in which

case one obtains the cross section for jet production. On the other hand, inserting the appropriate
hadronic fragmentation function enables one to calculate the cross section for the photoproduction
of that type of hadron.

F. The Parton Model and Experiment

Historically, the parton model, or more traditionally, the Quark-Parton Model (QPM), was
motivated by high energy experimental results of the late 1960’s, especially the famous deeply
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inelastic scattering experiment at SLABI¢om et al,, 1969 Breidenbactet al., 1969 Feynman

1969 Feynman, 1972 The subsequent success of this picture in providing a unified description
of a wide variety of high energy processes gave strong impetus to the search for a theoretical
foundation for its validity, resulting in the discovery of asymptotic freedom and the formulation of
perturbative QCD as the basic framework for describing all high energy physics processes. In this
section, we summarize the main features of the QPM which have been successfully compared with
experiments. Itis useful to keep in mind that the significance of QPM stems not from any specific
triumph, but from the coherent framework it provides to correlate a wide range of processes. To
review, the basic tenet of the QPM is that a large class of (physically measurable) high energy
cross-sections are related to a class of (theoretically calculable) partonic cross-sections through a
set of universal parton distribution functions, which represent the probabilities of finding partons
inside hadrons.

1. Deeply Inelastic Scattering

There are a number of reviews of DIS experiments and comparisons of the measured structure
functions F{(x, Q%) (where¢ = p(e), v,v andi = 1,2, 3 (or L, for longitudina)) with the QPM and
QCD, see for instanc&ciulli, 1990andMishra and Sciulli, 1989We shall only describe briefly
the main features of this rather extensive area of experimental and phenomenological work. The
expressions foF/(x, Q) in terms of the universal parton distribution functiasga(x, Q?), where
(a, A) label the parton and hadron (mostly nucleon) respectively, are given in many textbooks, such
asRoberts, 1990review articlesfor example, Tunget al,, 1989 and in Sectior?. above.

a. Scaling: The most striking feature of the first SLAC DIS daldom et al., 1969 Brei-
denbactlet al, 1969 wasscaling the approximate independence of the measured structure func-
tions F;(x, Q%) of Q? — an indication of scattering from point-like constituents — the “partons” —
analogous to the classic Rutherford experiment on atomic structure. The basic idea of the QPM
originated from this observed fact, which has since been corroborated by similar observations in
all high energyhard processes.

b. Quarks as Partons: The identification of the “partons” with the previously known quarks
(from hadron spectroscopy, which concerns physics at an altogeffexedi energy scale) was ce-
mented by a series of seminal experiments and phenomenological analyses: (i) the near vanishing
of the longitudinal structure function BN scattering suggested that the spin of the partori2s-1

the Callan-Gross relation (E®.31)); (ii) the measured value of the ratio of total cross-sections for
neutrino to antineutrino scattering on isoscalar nuclei (i.e., nuclei with equal numbers of protons
and neutrons, and hencewéndd quarks) is about 3. This result can be derived by integrating the
differential cross sections E@.25, using the QPM expressions E§.42 and Eq. 8.44) for the
structure functions with all antiquark distributions set to zero. (The corresponding cross section
ratio for scattering of neutrinos and antineutrinos from atomic electrons is also abB&igh3ef
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et al, 1973). This striking fact strongly suggests that the nucleon consists primarily of gpin 1
partons, rather then anti-partons, which couple to the intermediate vector bosons the same way as
the leptons; (iii) the subsequent detailed measurements of flleeeditial cross-sectiorfat/dxdy,

Eg. 3.29, and hence of the full structure functioR§™(x, Q?), have consistently confirmed this
interpretation and yielded a wealth of information on the distribution of these partons inside the
nucleon.

c. The charge ratio: The structure functiofr5(x, Q%) measured in neutral-current (virtual)
exchange processes € e u) and in charged currev* exchange processes € v, v) are in
principle diterent. In the QPM, they are related to the same set of parton distribution functions
—in fact, as a simple sum of the latter, each multiplied by an appropriate coupling constant (the
squared charge for* and an appropriate weak isospin matrix elementirexchange). After
summing over parton flavors, one expeléé%“)(x, QZ)/FSA”A)(X, Q?) = 5/18 for scattering ff an
iso-scalar targetA. This “charge ratio”, valid for all X, Q%) where QPM applies, has been verified

to a great degree of accuracy in the very high statistics DIS experiments, for example BCDMS and
CCFR, after appropriate small corrections from strange and charm quarks and higher-order QCD
corrections flishra, 199).

d. Quark number sum rules: The “valence quark” distributions of the proton satisfy the ob-
vious quark number sum rules:

1 1 —
Ny :fo dx (u(x) —u(x)) = 2; Ny :fo dx (d(x) —d(x)) = 1

In the QPM, linear combinations of these integrals are related to various integrals of measurable
structure functions, e.g.

1
f g—); [F"=FP]=Ny—Ng=1  (Adler Sum Rule)
0

1
f S—i [XF" = xF’| =Ny +Ng =3  (Gross- Llewellyn Smith Sum Rule)
0

These sum rules have been extensively checked by all relevant deeply inelastic scattering experi-
ments. Within the experimental accuracy (and, by now, known QCD corrections to the latter), they
are verified — the measured integral for the Adler sum ruldiggia et al, 1984 Allasiaet al.,

1985 1.01+0.20; and for the GLS sum rule it iddishra, 199) 2.50+ 0.08. (There is an expected

QCD correction to the naive QPM value for the GLS sum rule of approximat@ly4.)

2. Electron-positron Annihilation into Hadrons

a. Total cross-section and scaling The total cross-section for hadron final stategia™ an-
nihilation normalized to the point-like cross-section &e- — u*u~ behaves roughly as step-

54



functions in the center-of-mass energy (for a comprehensive review\4e€el 089, staying con-

stant (see Eq.3(47) over certain ranges (now known to correspond to regions between heavy
quark flavor thresholds). This is the analogue of scaling behavior for DIS, and suggests that the
underlying interaction mechanismease™ — parton—anti-parton pair. The absolute value of this
ratio is proportional to the sum of the squared charges of the partons. The overall constant is 1 for
spin 2 partons and/4 for spin O partons. The measured values agree well with the assumption
that partons are quarks with the usual assigned charges.

b. Two-jet final states as evidence for underlying partons The most direct evidence for the
existence of partons perhaps come from the clear emergence of jet-like hadronic final states in
experiments done at the PETRA and P& colliders (Mu, 19894. The dominance of these
events gave the first visual evidence for the underlying parton—anti-parton pair final state previously
inferred indirectly from the total cross-section measurements and from DIS.

c. Angular distribution and spin of the parton If we assume that the underlying parton pic-
ture, the angular distribution of the two-jet final states gives direct evidence on the angular dis-
tribution of the created parton pair, which is sensitive to the spin of the parton and its coupling
to the virtual photon. The measured distribution agrees very well with the canonieadq420)
distribution for spin 12 partons: Eq.3.58 and (Vu, 1989.

3. Lepton-pair Production (Drell-Yan Process)

The most convincing evidence that the QPM provides the correct framework for high energy
processes in general came (historically) from its success in accounting for features of the measured
lepton-pair productionf + B — ¢*¢~ + X) cross-sections, using the same simple parton picture
and the same parton distributions determined from deeply inelastic scattering.

In the QPM, lepton-pair production proceeds through the basic quark—anti-quark annihilation
gq — ¢, the Drell-Yan process. The QPM cross-section at fixed center-of-mass pair rapidity,

y = (1/2)In(X1/X%2), is given by

d’o Ana?

dydQ2 = 9 X1Xe] Z eé(ﬁbq/A(Xl)fﬁcT/B(Xz) + dga(X1)dq/s(X2)) »
q

Q4
wherex; > = (Q/ v/s)e*Y are scaling variables. The main features of this formula are:

a. Scaling: The fact that the right-hand side is independent of any energy scale@ay,

i.e. the dimensionless cross-section satidzding— is again evidence for the underlying point-

like interaction Lederman, 1979Stroynowski, 1981 For a recent high-statistics experiment, see
Brown et al., 1989 Morenoet al, 1991 This feature allows one to predict the cross-section at
higher energies from low energy measurements. We must re-emphasize that scaling is exactly true
in the QPM, and that it is somewhat violated in QCD.
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b. Color factor: The overall factor in this formula contains a “color factor” 3 in the denomina-

tor which played an important role in determiniQgantum Chromodynamits be the underlying
fundamental theory for strong interactions when parton distribution functions measured in deeply
inelastic scattering experiments were used in the above formula to test against lepton-pair cross-
sections. To get quantitative agreement with experiment, the higher order correcti@g&)n
predicted by QCD are essential.

c. Cross-section ratios: The above QPM formula for lepton-pair production leads to many
simple predictions on cross-section ratios which agree well with experiment and were instrumental
in establishing the credibility of the QPM during its infancy. For instance:

o(m™N — utu”) R (ed)2

o(m N — pp) e

1
:ZaST—>1,

where N denotes an “isoscalar” target. This is indeed found to be true. This is the region where
the “valence quark” is presumed to dominate. In contrast the ratio rises toward :fd, where
#* contain equal amounts afandd quarks Pilcher, 1979.

d. Angular distribution of the leptons:  Since the underlying fundamental process for lepton-
pair production,qq — ¢*¢-, is very similar toe'e- — u*u~, the angular distribution of the
outgoing leptons in their center-of-mass frame is expected to {fe+ cos?d) — just like for the
latter —if the QPM is correct. Experiments amply confirm this faederman, 19795troynowski,
1987, Pilcher, 1979Brownet al., 1989.

4. Other Hard Processes

The basic features of QPM are also observed in other high energy “hard processes”, e.g. pro-
duction of high transverse momentum direct photons and production of high transverse momentum
jets. Although the three processes described in previous sections played a more crucial role in es-
tablishing the QPM picture historically, all the hard processes are highly relevant in current studies
of the QCD-improved parton model, which provides the foundation for the quantitative formula-
tion of high energy processes in the Standard Model and beyond.
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V. Perturbative QCD: Fundamental Theorems

The first goal of perturbative QCD is to find a justification of the parton model in field theory,
and to identify systematic procedures for improving upon parton model predictions. This program
is conveniently summarized in terms of a series of fundamental theorems, which we describe
below. We shall motivate each of these basic results from the parton model cross sections of the
previous section. It should be kept in mind, however, that the methods developed below allow us
to address a wider range of problems than can be systematically treated in the parton model, and,
although perturbative QCD is in some sense a descendent of the parton model, it has a life of its
own. Moreover, many of the results of perturbative QCD have been derived from the fundamental
Lagrangian of QCD. Thus they must be regarded as real predictions of the theory, and not just as a
model.

A. Infrared Safety in e"e~ Annihilation

The first set of theorems that we shall discuss applg'® annihilation. Here the results
are simplified by the lack of hadrons in the initial state. We shall treat the perturbative QCD
generalizations of parton model expressions for the total and jet cross sections.

1. Total Cross Section

The simplest of the parton model cross sections is the total cross sectemfannihilation
into hadrons, Eq.3.47). In this case, no phenomenologically determined parton distribution or
fragmentation functions are necessary. Instead we have an absolute prediction which is in quite
good agreement with experiment. Yet, E8.4{7) is the Born cross section for the production of a
guark pair, not of physical hadrons, and it is hadrons that we observe in experiment, not free quarks.
The success of this prediction is understandable because the total cross secfrareid safein
the sense described in Sectidrabove. Recall that an infrared safe quantity becomes independent
of the masses of light partons (gluons and light quarks) in the high-energy limit, and is dominated
by highly of-shell virtual states in perturbation theory. In configuration space, an infrared safe
quantity is correspondingly dependent only on the short-distance behavior of QCD, not on the
long-distance dynamics that produce confinement and the details of the hadronic spectrum. Such
a quantity possesses a perturbative expansion in the running coupling that is free of logarithms or
other sensitive functions which depend on large ratios, su€yas with ma parton mass anQ
the overall momentum scale.

Thus, our first theorem of perturbative QCD is that the tetat annihilation cross section is
infrared safe,

Tl Qi ) = U@ O s 1+0OF/ Q) | (@)

wherem labels the fixed mass scales in the thegrig the renormalization scale (Secti@r), and
where we have factored out an overall fac®r, leaving behind dependence on dimensionless
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variables in the functiodl. An important result is that, because of its IR safety, the total cross
section may be computed massles€QCD, up to corrections that vanish as a power of the energy
as far as the light quarks are concerned.

Now ot IS @ physical quantity, and is consequently independent of the renormalization scale
w. In particular, we have

I(Q/k?, as(w?)) = T(L, as(Q)) (4.2)

where we have suppressed the mass argument, since we are working in massless perturbation
theory. Technically speaking, the cross section satisfies the renormalization group equation,

0 0
(,u@ +ﬁ(g)@) T(Q%/p?, () = O, (4.3)

but the content of this equation is the same as EQ) (

When the perturbative total cross section is exhibited, it is usually the right-hand side of
Eqg. @.2) that is given as a power series @3(Q), in which the coéficients are pure numbers,
since all energy dependence is absorbed into the running coupling,

Ara?
(L o5(@) = Ne—g— [Z f

D 5dXQ). (4.4)
n=0

Here we have factored out the parton model result, 4.7, so that the first term in the series is
S=1. (4.5)

We shall discuss the calculation of higher terms in Sectidpelow.
For largeQ the running coupling, Eq2(49),

as(Q) _ 1 _ﬂzlnln(Qz/A2)+o( 1 )
dr BiIn(QP/A%)  B2In*(Q%/A2) In®Q2/A2)’

falls off, and remaining terms in the series are small corrections. Here is the reason that the parton
model result works so well.

The formal proof of the infrared safety 8f(Q?/.2) follows from the famous theorem of Ki-
noshita and Lee and NauenbeKjr{oshita, 1962 Lee and Nauenberg, 1954hat fully inclusive
transition probabilities are finite in the zero-mass limit. Actually, the arguments of Kinoshita and
Lee and Nauenberg require one to sum over all degenerate initial as well as final states, but in this
case, because there are no hadrons in the initial state, a simple sum over final states will do. The
extension of these results to QCD was discussdtbiggio and Quinn, 197&terman, 1976Ster-
man, 1978

The relevant physical observation that justifies infrared safety is that the creation of a quark
pair is a short-distance phenomenon, and is not expected to interfere quantum mechanically with
the long-distance processes that produce hadrons from quarks. Consequently, the cross section

(4.6)
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can be thought of as a product of probabilities, one for quark pair creation (Born diagram plus
calculable corrections), the other for the evolution of quarks to hadrons. In the fully inclusive cross
section, we sum over all final states. Then, because of the absence of interference between short-
and long-distancefiects, the probabilities for hadrons to be produced from quarks sum to unity,
since, without further electroweak correction-ghell quarksaalwaysproduce on-shell hadrons.

This will happen in perturbation theory (where the role of hadrons is played by on-shell quarks and
gluons), as well as in the real world (where hadrons are the physically observed particles). Thus,
any infrared sensitivity which may be present in perturbation theory should cancel after the sum
over final states, leaving only the short-distance cross section for producing the pair in the first
place.

2. Other infrared safe quantities ine*e™ annihilation

The infrared safety ofr,; can be extended to a large class of cross sections measueest in
annihilation. To understand what quantities are infrared safe and why, one should consider a
perturbative calculation in which the quarks as well as the gluons are massless. Then any sensitivity
to long distance féects will show up as an infrared divergence in the calculation.

How would such a divergence arise? A detailed analysis givtarman, 1978ields a simple
answer: the potential divergences are all related to soft or collinear momentum configurations.
First, a massless on-shell particle with momenfihaan emit a massless particle with momentum
¢ = 0 and remain on-shell. Integration over momegitaear tog* = 0 producesoft divergences
in cross sections. Second, a massless on-shell particle with momeritaan emit a massless
particle with momentungf = zp*, 0 < z < 1, and remain on-shell. Integration over momeajta
near tog = zp' produce<ollinear divergence cross sections.

When the total cross section fete™ annihilation is calculated perturbatively, individual terms
are infinite, but the infinities cancel for reasons based on unitarity, as discussed in the previous
subsection. There are other quantities for which a similar cancellation occurs. Consider a quantity
I that is defined in the style dfunszt and Soper, 199 terms of parton cross sections and
functionsS,, by

r- . f do, 12 g0 o)

dQ,
1 do[3]
+§ fszdEg,ng —dQZdE3dQ3

1
+EfdQ2dE3d93dE4dQ4

Ss(Py, Po, P5)

do[4]
dQ,dE;dQ3dE.dQ,

Sa(Py. Por P, P)

+ - 4.7)

The functionsS,, specify the measurement to be made. An examplgisfthe total cross section,
for which all of theS, equal 1. Another example is the thrust distributtbn/dT where, for an
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event containingp particles, the thrust is (Farhi, 1977

Silp -
TP, -\ Ph) = Max=————.
n(ﬁi P a i Il
Here thed is a unit vector defining the “thrust axis,” which is chosen to maximize the thrust. To
calculatedo/dT, one uses Eq4(7) with

SR P =6 (T = Tl 1) - (4.9)

Perhaps the most important examples/oére the various jet cross sections, to be discussed in
Sects.V. andViIIl. .

Under what conditions will the cancellation of infrared infinities that occurred for the total
cross section also occur for the quantity Without loss of generality, we may assume that the
S, are invariant under interchange of theiargument},. Then the discussion above of collinear
and soft divergences should make it clear that one needs

Snea(Phs - (L= PR, APR) = Sn(Phs - - PR) (4.10)

for 0 < A < 1. That is to say, the measurement should not distinguish between a final state in

which two particles are collinear and the final state in which these two particles are replaced by one
particle carrying the sum of the momenta of these collinear particles. Similarly, the measurement
should not distinguish between a final state in which one particle has zero momentum and the final
state in which this particle is omitted entirely.

The argument that a cross section specified by funci®mgth this property does not have
infrared divergences may be understood as an extension of the KLN theirersifita, 1962Lee
and Nauenberg, 19%4The heuristic arguments given above for the total cross section apply in this
case as well. We need only observe that long-distance interactions (and hence infrared sensitivity)
arise from interactions that occur over a long time period. These are just the interactions involving
parallel-moving particles or very low momentum particles. As long as the measured quantity is not
sensitive to whether such a long-time interaction has occurred, one can still cancel the divergences
in perturbation theory using unitarity: the sum of the probabilities that the interaction does or does
not occur is unity.

On the level of QCD calculations, infrared safety means that a quantity can be calculated in
perturbation theory without obtaining infinity. Since the infrared infinities come from long distance
physics, the physical interpretation is that infrared safe quantities are insensitive to long distance
physics.

(4.8)

B. Factorization Theorems in Deeply Inelastic Scattering

In this subsection, we introduce two of the basic ideas of perturbative Q&&orization
which enables us to derive and generalize the parton modelewasidtion which enables us to
compute scale-breakingtects systematically.
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1. Factorization for structure functions

Theorem.The field theory realization of the parton model is the theorerfactorizationof
long-distance from short-distance dependence for deeply inelastic scatteaitigq, Soper, and
Sterman, 1980 This theorem states that the sum of all the diagrammatic contributions to the
structure functions is a direct generalization of the parton model results3 2@ &4nd Eq. 8.28),
given by

(Vh) N _ tde (Vi) 2,2 2,2 2
R = D G O Q)

i=f,f,G
X ur.p®),  (@a=1,3) (4.11)
l .
FO Q) = ), fo de CYV(x/&, Q22 12 /2, ero(?)
i=f,f,G
Xepin(€s s p1°) - (4.12)

Herei denotes a sum over all partons: quarks, antiquarks and gluons.

We note, compared to the parton model formula, dependence on two mass gscaidg,;.
The former is the renormalization scale, which is necessary in any perturbative computation. The
latter, however, is specific to factorization calculations, and is called the factorization scale. It
serves to define the separation of short-distance from long-distdiemse Roughly speaking,
any propagator that isfioshell byu? or more will contribute taCl’”. Below this scale, it will be
grouped intog;;,. The precise definition gf; is made when we give a formal definition of the
parton distributions. It appears in the definition of the parton distributions in a fashion very similar
to the way the renormalization scaleppears in renormalization.

Often, it will be convenient to choose the two scalesndu; to be equal, but this need not be
done in general. _

The substance of factorization is contained in the following properties of the fun@ihs
andein.

i. Each hard-scattering function

A/, QA u. 2 12, (). 2= 1,2.3, (4.13)

is infrared safe calculable in perturbation theory. It depends on the laba&n the elec-
troweak vector bosow, on the partom, and on the renormalization and factorization scales,
but it is independenbf long-distance fects. In particular it is independent of the identity

of hadronh. For example, it is the same in the DIS of a proton and a neutron and, for that
matter, in the DIS of a pion or kaon. It is a generalization of the Born elastic scattering
structure functions in the parton model formula, E230).

ii. The parton distributiong; n(&, ur, o, @s(u?)), on the other hand, contairadl the infrared
sensitivity of the original cross section. It is specific to the hadvcnd depends gm;. On
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the other hand it isniversal that is, it is independent of the particular hard scattering process
that we treat: it is the same for thefidirent structure functiors; andF,, for example, and it
depends on neith@rnorV, nor evenQ?, unless we pick? = Q2. Itis a direct generalization

of the parton model quark distribution.

Use and interpretationThe use of factorization is also a generalization of the parton model.
TheC’s are to be computed in perturbation theory, anddiseare to be measured by comparing
Eq. @.11) and Eqg. 4.12 to experiment, given explicit expressions for &s. Once enough infor-
mation is amassed to determine the parton distributions from some standard set of cross sections,
we can use factorization to provide predictions for other factorizable cross sections, and for the
same process at othér.

The essential question is therefore to give a method of computation for the hard scattering
functionsC{™. To do so, we use the fact that tB&s are independent of the external hadron. We
can therefore calculate them in perturbation theory, with the external hadron replaced by a parton.
This will require us to consider the distribution of a parton in a par¢gmn,; where we have a parton
label instead of a hadron label. Then we shall need a prescription for computing the cross sections
or structure functions with a parton target and separating out the hard scattering from the parton
distributionsg;,;.

Such a prescription obviously involves a degree of choice. A set of rules that makes the choices
is often called a “factorization scheme”, by analogy to renormalization scheme. Such a scheme
defines at the same time the hard scattering functions and the parton distributions. Once this has
been done, we can discard the perturbative parton distributions, which have no particular meaning
since they are dominated by infrarefiexts and thus by infrared parameters that we cannot mea-
sure. Nevertheless, the factorization theorem insures that the hard scattering functions determined
in this calculation are insensitive to infrared scales and parameters, and are applicable to cross
sections computed with phenomenologically determined hadronic parton distributions.

Explicit results for hard-scattering functions may be found in Sectibn along with a dis-
cussion of the mechanics of their calculation for the archetypical factorized cross section: the
electromagnetic DIS structure functions of a quar!.

GeneralizationsSo far, we have discussed factorization for the fully inclusive structure func-
tions. Essentially the same factorization theorem applies, however, to any DIS cross section de-
fined by a sum over hadronic final states that satisfies the same conditioh. Hj tlhat implies
infrared safety ine*e~ annihilation (ibby and Sterman, 1978aOther generalizations apply to
non-scaling, “higher-twist” contributiodéand to spin-dependent distributioms{ru and Mekhfi,
199Q Collins, Heppelmann, and Robinett, 19@ollins, 1993&

YAnalysis of this kind has been phrased in terms of generalized parton distribuBitiiss Furmanski, and
Petronzio, 1982Ellis, Furmanski, and Petronzio, 1983fe, 1983 Qiu, 1990 Qiu and Sterman, 199)aand in
terms of the operator product expansi@kéwa, 1981Shuryak and Vainshtein, 198J4dfe and Soldate, 1982 ut-
trell and Wada, 1982which fall off as powers o).
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2. Factorization Schemes

Even before we discuss how to define the distributign perturbatively, it is clear that in
the absence of interactions, it should enable the factorization formula to reproduce the Born cross
section. We must therefore have

¢ @) =06(1-¢). (4.14)

(Here and below, we use a notatiéf to denote théth order in the perturbation expansion of a
guantity f, which in the above equationgs) Then we find by direct substitution in Egt.(1) and
Eqg. @.12 that, fora= 1,2,

FOPO(x) = Q%6(1 - x) = CYNO(x) (4.15)

justasin Eq.8.30.

Beyond lowest order in perturbation theory there is considerable ambiguity in separating the
hard scattering functions from their corresponding parton distributions. In general, any choice for
the parton distributions that satisfies E4.14) at lowest order, and that absorbs all long-distance
effects at higher order, is acceptable. Short-distance “finite parts” at higher orders may be appor-
tioned arbitrarily between th€’s and¢’s. A prescription that eliminates this ambiguity is what
we mean by a factorization scheme. The choice of scheme is a matter of taste and convenience,
but it is absolutely crucial to use schemes consistently, and to know in which scheme any given
calculation, or comparison to data, is carried out. The two most commonly used schemes, called
DIS andMS reflect two diferent uses to which the freedom in factorization may be put.

The DIS scheme is appealing for its close correspondence to experifitmel(i, Ellis, and
Martinelli, 1979. In this scheme, we demand that, order-by-order in perturbation theory, all cor-
rections to the structure functiofs’” be absorbed into the distributions of the quarks and anti-
qguarks. This means that at= u¢ = Q, the hard scattering functions are exactly equal to their
parton-model values:

CYM = Q-
CiP0) = Qi(L-%,
c9x) = o, (4.16)

to all orders of perturbation theory. Of course, it is possible to do this for only one of the structure
functions. The other structure functions will receive corrections at argand beyond. Note that
this definition does not fix the gluon distribution.

TheMS schemeBardeen, Buras, Duke, and Muta, 197én the other hand, is appealing for its
theoretical elegance and calculational simplicity. In this scheme the parton distributions are defined
directly in terms of hadronic matrix elementSyrci, Furmanski, and Petronzio, 19&Dollins and
Soper, 1982 In their simplest form, these matrix elements may be given in terms of operators
bi(xp, k) and bf(xp, kt), which annihilate and create partanwith longitudinal momentunxp
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and transverse momentug, in hadronh of momentump,

d?ky

P (h(p)l bl (xp, kt) bi(xp. kT) Ih(p)) - (4.17)

din(X, p1°) =
The first (rightmost) operator absorbs the parton from the hadronic state, and the second emits
it again. This parton distribution is, in essence, the expectation value of a number operator in the
hadronic state. A little sophisticated footwork reexpresses the matrix element i EQ.if terms
of the quantum field corresponding to pariofThus, for instance, thiIS distribution for a quark
of flavor f is given by

© v _
sinxi®) = [ G e () 0" Or)y
< y(0°,0°,0r) (P (@19)

where an average over the spinhgp) is understood. Similar explicit expressions can be given
for the antiquark (in which the roles gf andy are exchanged) and for the gluon, for which the
relevant field isF*™ = (1/ V2)(FT + F3T) whereT labels the transverse components relative to
the momentunp. (There are some complications due to gauge invariance that we have ignored in
definition @.18. See Sectiol.)

More insight into these two “canonical” ways of defining parton distributions can be gained
from the explicit one-loop calculations described in Secbotelow .

3. Evolution

Everything in the process just described was carried out for f@edBut even a single DIS
experiment supplies data over a range of momentum transfers. A remarkable consequence of fac-
torization is that measuring parton distributions for one sgalkows their prediction foanyother
scaleu’, as long as both andy’ are large enough that both(u) andas(u’) are small. This result,
called theevolutionof structure functions, increases the power of pQCD enormously. Thus, for
instance, measuring"” (x, Q%) is enough to predict, not onliy”" (x, @), but alsoF " (x, @?)
andFY" (x, @?) for all large Q2. We should note that precise predictions require analogous infor-
mation from neutrino scattering to perform the flavor separation of the parton densities.

The evolution of the parton distributions is most often, and most conveniently, described in
terms of integro-dterential equations,

d 1
“zﬁ‘p”“(x’“’“z): 2 f %Pii(g’as(ﬂz))(l’j/h(faﬂ’ﬂz)- (4.19)

j=1,1,G

We have chosen = us. This equation is known as the Gribov-Lipatov-Altarelli-Parisi evolution
equation Gribov and Lipatov, 1972&Altarelli and Parisi, 197) Theevolution kernels f(x) are
given by perturbative expansions, beginning Witfars). Their explicit forms will be discussed in
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SectionVI. below. The one-loop terms in the kernels are independent of the scheme used to define
the parton distributions.

Note that the integral on the right-hand side of Eg19 begins aix. Thus, it is only necessary
to knowgjn(¢, Q3) for ¢ > x at some starting value of the scale= Qq, in order to derive;n(x, u?)
at a higher valug = Q. This is a great simplification, since data at snxadre hard to come by at
moderate energies.

Without going into the details of the evolution kernels, we can get some insight into their use
by applying Eq. 4.19 to a parton stath = j and expanding to first order i, using Eq. 4.14),

uzéqsi/,-(x, as(1?) = Py(9) + O(a?). (4.20)

From this relation, we already see that the evolution kernels show up as thirieats of the
logarithmic factorization-scale dependence in one-loop calculations.

The evolution equations control the dependence of parton distributions on the factorization
scale. If we choosg = us = Q, the momentum transfer in DIS, then there are no large ratios
in the arguments of the hard-scattering functi@jsin the factorization theorem. Under these
circumstances, wexpecthe perturbative series for tii&s to be well under control, with no large
codficients ofas at first order and beyond, at the same time thaitself is relatively small. Of
course, this means that most of the information@rdependence has simply been $lad into
the parton distributions. The beauty of the evolution equations is that they tell us how to compute
this dependence, given only that we have measured the parton distributions at orig,statbe
language of the parton model, the evolution equation enables us to comp@edependence of
the parton distributions, and hence the “scale-breaking” of the structure functions themselves.

It is relatively easy to derive the evolution equatiodsl@ directly from the factorization
theorem, Eq.4.11) and EqQ. 4.12. This instructive derivation also enables us to introduce the
famous analysis of scale breaking in DIS in termsm@ment®f structure functions.

Evolution is directly related to our freedom in choosing the renormalization and factorization
scales. We notice first that the valuegfin the factorization theorem Eg4.(L1) and Eq. .12
is free. Again, a natural choice for DISj§ = u = Q, so that theC{"”, as well as thep; ., are
functions ofas(Q?). With this choice, the evolution of parton distributions igfslient to evolve
the complete structure functions.

The derivation of evolution is simplified in so-calladnsinglestructure functions, the simplest
of which are

FUNS = VP _ FOVD (4.21)

wherep is the proton and the neutron. For the following discussion, we suppress the YAbahd
chooseus = pu. FgNS), for instance, satisfies the factorization theorem,

FgNS)(X’QZ) fdf (NS)(X Q S(ﬂz))
X pns(é, 1) (4.22)
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whereg¢ys is a “valence” quark distribution. More properly it is theffdrence betweep andn
qguark distributions,

Ons(xi?) = Y Q¢ [b1/p06 17 = dim(x )] - (4.23)
f

where we have absorbed the quark charges into its definition, which makes the short-distance
function independent of.

The term “valence” refers to our expectation that the distributions of gluons, and of “sea”
qguarks, produced in pairs by gluons, should be the same in the proton as in the neutron. These con-
tributions, which are singlets under the isospin group SU(2), cancel infileeadice in Eq.4.21).

Note that this result holds exactly only for electromagnetic structure functions, since the electro-
magnetic interactions respect charge conjugation, which exchanges the roles of quarks and anti-
guarks. What remains is almost entirely due to thedence in the “valencaiandd quark content

of the proton and neutron. The simplification in E4.2]) relative to Eq. 4.11) and Eq. .12 is

that the result is a single convolution, rather than a sum of convolutions.

Now both the functions on the right of Egt.22) are functions of:, but the physical quantity

F on the left is not,

d —s) _

a Fi77=0. (4.24)
Thus, theu-dependence iﬁ:(lNS) must compensate that @¢fs. The information contained in this
observation may be brought out clearly by introduamgment®f the structure functions,

1
f dx X 'FM9(x, Q)

_ 6N5>(n ? ))«ms(nu) (4.25)

F_§-N S) (n’ QZ)

whereCNS andgys are

7NS)(n a’s(ﬂz))

f dn 1™ 1C<NS)(n, " ).

q?Ns(n,uZ) - fo dfé-’”‘labws(f,uz)- (4.26)

Now, applying moments to Eg4(22), we find that

d -
#@ In gns(n, 1) = =4 as(u?)

2
_ d‘L In G (n S—,u ) 4.27)

wherey{"®(as(1?)) is a function ofas only, since this is the only variable thats andC™NS have
in common. (Note that the ratiQ/us in C, for instance, is independent of the-dependence in
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¢, because the latter would occur in ratios likel, with A an infrared cutff.) y' is known as an
anomalous dimensigsince it acts like a factqr—" in the (dimensionless!) function ts(n, 12).

The anomalous dimensiomgcan be constructed directly from the one-loop value of the parton
distribution. (At one loopp:,s and ¢ns are the same for an external quark.) Although; is
certainly not IR safey{"® is, because it is also a derivative@9(n). The derivative of}”; is
particularly simple, however,

d -
VENS) = _ﬂd_|n¢NS(n,as(ll2))
lu

1
s _
—;lﬂdxﬁlﬁﬂ@+0@@, (4.28)

with P&}(x) found from Eqg. 4.20. To give substance to these rather abstract considerations, let
us exhibit the explicit integral from which we find"S, which may be found directly from the
explicit form for Pyy(X), given in SectiorVI.,

1 2\ -1
A o) [ o B
3
n—1_5 1_ ,
+X > 1-x%)
n
s 1 2
= —C,(F){4) = - 1; . 4.29
2712( ){ mzzzm n(n+1)+ } ( )
We note an important subsidiary result
yN9 =0, (4.30)
which states that the integral of the NS distribution,
1
Mi= [ d dnslesd). (4.31)

is independent of the factorization scale. This is gratifying, siMgemeasures the number of
valence quarks. Fam > 1, they,’s are all positive and increase with This means that higher
moments, which test the size ofis(X) nearx = 1, vanish more rapidly than lower moments as
Q — 0. Along with y{"® = 0, this implies a “softening” ofns with Q?, in which the average
decreases &% increases. This behavior is characteristic of all parton distributions.

The formal solution to the evolution equation E4.47) gives the behavior afys(n, Q%) as a

function of Q2 and hence oF{*9(n, Q?),
(;NS(rL QZ) = 5N5(n7 Qg)
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InQ—g
xexp{—% fo “ 7n(as(Q§et))} ,

|:_(1N5)(n, Q) = C?(lNS)(n, s(Q%) dns(n, Q)

InQ—z
xexp{—% fo % gt yn(as(Qéet))} . (4.32)

The Q? behavior thus determined depends on whether or not our theory is asymptotically free.
Writing
o
(NS) _ f),g) ’ (4.33)
and using Eq.Z4.46 for the one-loop running coupling in QCD, we find

(1)
| 2 /A2 =2y5" 14181l
nQy/ ] (4.34)

F_(NS) n, 2y
This is a relatively mild logarithmic®Q?-dependence, which is consistent with an approximate
scaling over the limited range 6§ in early experimentsHriedman and Kendall, 1972t is to be
contrasted with the behavior in a hypothetical “fixed-point” theory, in which

ozs(pz)#_)—wwo , (4.35)

with ag # 0. In the latter case we would haveawerscale-breaking

Q -2
)
The evolution result, Eq4(32 was known for some timeJhrist, Hasslacher, and Mueller, 1972
before asymptotic freedom was discover&idss and Wilczek, 1973#&olitzer, 1973 The in-
consistency of experimentally-observed scaling behavior with strong scale breaking like3ey. (
seemed to make the application of field theory to the strong interactions problematic. The deriva-
tion of approximate scaling from asymptotic freedom was therefore a very important @suss(
and Wilczek, 1973pGeorgi and Politzer, 19745ross and Wilczek, 1974

Physical Content of Evolutiorin the parton modelp;n(x) has the direct interpretation of the
density of partons of type and fractional momenturm in hadronh. In pQCD, ¢;n(x, #?) has
essentially the same interpretation, but with the added restriction that the partéfidbhelbby
approximately no more than the scafe Beyond this limit, a parton would be incorporated into
the hard-scattering functio® in Eq. @.11) and Eq. 4.12.

Now if QCD had a naturainaximumoff—shellnesng for its virtual partons, then we would
have

FM9(n, Q%) ~ ( (4.36)

(X Q%) = din(x, QF) (4.37)
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for all @ > Q3, and the theory would exhibit true scaling behavior. Note the close correspondence
of this assumption to the assumption> 7, for the lifetimes of virtual states in our heuristic
justification of the parton model in Sectighn. In a renormalizable theory, however, thmsver
happens: there are always states of arbitrarily short lifetimes, and lines that are arbitrarily far
oft-shell. That is the reason the theory must be renormalized to begin with. The evolution of
#in(x, @), therefore, measures the distribution @fshell partons. The rather weak evolution of

an asymptotically free theory, Eg}.G4), shows that production of these partons is not strong.

C. Other Factorization Theorems
1. Drell-Yan

The factorization theorem for the Drell-Yan process is typical of factorization theorems for a
large class of hard scattering proces%asd it is formulated as follows.

The process is the inclusive production of a lepton pair of high invariant mass via an elec-
troweak particle in hadron-hadron collisions. The classical case is a high-mass virtual photon:
A+ B — y* + anything, withy* — e*e” ory* — u*u~. HereA andB are two incoming hadrons.
Essentially identical theorems apply to the production of W or Z bosons.

We let s be the square of the total center-of-mass energycgrze the momentum of the*.

The kinematic region to which the theorem applies is wh¢sandQ large, withQ?/sfixed. (Q
is \/@.) The transverse momentunp of they* is either of ordeKQ or is integrated over.

In the case thad), is integrated over, the factorization theorem for the unpolarized Drell-Yan
cross section reads:

do_ Zfldg fldw (i)
T~ 1~ - A B Pa/A\G A,
dQ2dydQ 7t e

X Hab(g, g’ 0’ ¢’ Q: %’ a’s(/l)) ¢b/B(§B’ /’tz)

+ remainder, (4.38)

wherey is the rapidity of the virtual photon in the overall center-of-mass frame &ndsdhe
element of solid angle for the lepton pair: the polar and azimuthal angles for this decagraie
¢ respectively relative to some chosen axes. The remainder is suppresSetidpmpared to the

18Early papers on this subject includléueller, 1974 Politzer, 1977and Sachrajda, 1978All-order discussions,
concentrating for the most part on the role of collinear divergences were giviemati, Petronzio, and Veneziano,
1978a Amati, Petronzio, and Veneziano, 197&libby and Sterman, 1978&aibby and Sterman, 1978I&llis, et al,
1979 Efremov and Radyushkin, 198 aadEfremov and Radyushkin, 1981Bhe delicate role of infrared divergences
was brought out in the two-loop calcualtionsvdria, Frenkel, and Taylor, 198hdDi’Lieto, Gendron, Halliday, and
Sachrajda, 1981and were dealt with at all orders Bodwin, 1985 Collins, Soper, and Sterman, 198&8dCollins,
Soper, and Sterman, 1988or a review of the status of the theorem, €adlins, Soper, and Sterman, 1989
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term shown. The sums ovarandb are over parton species, and we write

2 2
Xa = ey\/g, Xg = e’ \/g (439)

The functionHgy, is the ultraviolet-dominated hard scattering cross section, computable in pertur-
bation theory. It plays the role of a parton level cross section and is often written as
_ do

~ dQ2dydQ’

The parton distribution functiong, are the same as in deeply inelastic scattering. Fgllus-
trates the factorization theorem.

Hap (4.40)

—

Figure 12: Factorization theorem for Drell-Yan cross section.

As in DIS, extensions to more specific final states are possible. For instance, jet cross sec-
tions, defined by analogy te"e” annihilation, obey factorization formulas of the same form as
Eq. 4.39 (Libby and Sterman, 1978aOther extensions, to first nonleading poweh(Berger
and Brodsky, 1979Berger, 1980Qiu and Sterman, 199),aand to polarized scatterirlg are also
possible.

9For example, seRalston and Soper, 197Bfremov and Teryaev, 198Brtru and Mekhfi, 1990Qiu and Sterman,
1991h Jdfe and Ji, 1991Collins, 1993aCollins, 1993h
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2. Single-Particle Inclusive Cross Sections

We consider higtp, inclusive single-particle production in hadron-hadron collisirsB —
C + X. This is the most complicated of the single-patrticle inclusive cross sections. Applications
to e"e” annihilation and to DIS are straightforward variations on this theme. Let the initial-state
hadrons have moments and pg, and let the observed hadron have momenpgn The factor-
ization theorem reads

d d
dsgc = Z f dga dés 72 ba/alEas 1) Po/B(Ee. 1)

abc

Ec

< |Ec|d‘1%c(pc/zvau) Derez 1) (4.41)

which is illustrated in Figl3. (The sum is over the various flavors of partons (quarks, antiquarks
and gluons) that can participate in the hard scattering process, #landgy, s are the parton
densities for the initial hadrons, ardk,(2) is the fragmentation function. The hard scattering
function |K|dé/d®k; is for the scatterin@+ b — ¢+ X at the parton level; it is a purely ultraviolet
function, free of all mass singularities, so that it can be calculated perturbatively. The variable
represents the fractional momentum of the measured hadron relative to its parent quark, so that
we setl?C = zpc, when we use the center-of-mass frame of the hard scattering. For DIS the
corresponding theorem has only a single parton distribution, while*frthere are none.

It can be checked that with the normalizations indicated, the fragmentation function can be
interpreted by saying thaDc,(2) dzis the number of hadrons of tyge in a parton of typec
that have fractional momentumto z + dz Because of the facta; it is common to define the
fragmentation function to bé,(2) = zDc/c(2), rather tharD. However, the behavior dd under
Lorentz transformations is simpler, and this is important, since we can define a function for the
fragmentation into two observed hadrons, for example.

It might appear that we have neglected the possibility that the ha@roas transverse mo-
mentum relative to the parton However, this is not so. In accordance with the derivation of
Eq. @.41), we have actually integrated over all small values of this transverse momentum, while
realizing that the dependence of the hard scattering on small changes in the transverse momentum
vanishes af) — . Large values of this transverse momentum are correctly taken care of by the
higher order corrections to the hard scattering function.

Like parton distributions(x, 4?), the fragmentation function®(z 1?) evolve inu, according
to equations very similar to Eq4(19 (Gribov and Lipatov, 1972bMueller, 1978 Collins and
Soper, 198 The evolution kernels are closely related to, but not identical with, those for the
parton distributions.
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Figure 13: Factorization theorem for single-particle production in hadron-hadron collisions.

D. Operator Definitions of Parton Distribution and Fragmentation Func-
tions

In this section, we collect the operator definitiéhsf the parton distribution and fragmentation
functions for reference, including spin-dependent cases. All the definitions have ultraviolet diver-
gences, and these must be renormali2éddd]ler, 1978 Collins and Soper, 19§2away to define
finite parton distributions and fragmentation functions to be used in the factorization formulas. Al-
though these definitions are not necessary for all phenomenological uses, they are needed to make
precise the rules for Feynman graph calculations, for example.

1. Quark Distribution Functions

The distribution function for a quark of flavenn a hadronh with momentump, in the plus
direction is Collins and Soper, 19§82

on@= [ L (p o) (@42

20SeeMueller, 1978 Curci, Furmanski, and Petronzio, 1980ollins and Soper, 198Ralston and Soper, 1979
Artru and Mekhfi, 1990Collins, Heppelmann, and Robinett, 19%bollins, 1993aJdfe and Ji, 1991

(0. ,0,) 5 Pe & A Doy (0)
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The path ordered exponential of the gluon field is needed to make the definition gauge invariant.
Here and belowt, denotes the generatﬁﬁF). We see that the simplified distributions of E4.18
are exact only in thé&* = 0 gauge.

In the case that the hadron can have polarization, the helicity asymmetry of a quark in a hadron
is defined by

d H + - +
AALPin(€) = fgy—e_'gp r<p'¢'i(0’y—,0ﬁ72)/5

xPe 9k & A0Y Oy, (0) ‘ p>, (4.43)
whereaA is the helicity of the hadron, normalized so that +1 corresponds to a fully polarized
nucleon.

A hadron may also have a component of spin transverse to the collision axis. We define a
transversity asymmetrr ¢, of the quark by

S| Atdin(€) = f %e_ifpv

x(p ' wi(0,y,0,) ?75
P9 k& ALY Oy, () ' p>, (4.44)

wheres; is the transverse part of the hadron’s Pauli-Lubanski spin vector, normalized so that 100%
transverse polarization correspondsts, , = —1.
2. Gluon Distribution Functions

Operator definitions for the distribution of gluons in a hadron are made in an analogous fashion
to those for quarks:

2
= W iy ' 0.y~ +] |
i@ = 3, [ see 7 (p| 670y 006" ) (4.45)
2
d - - y
M@ = )Py [ e (p|aioy0greTO)p) . @ao)
bir=1 -
2
i dy— _iept i _ i’
- in [ _9Y iepty +] b
aign@ = Y Py [ gl (p| a0y 00per i) B),

bir=1
(4.47)
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whereG,, is the gluon field strength tensor afdienotes the path-ordered exponential of the gluon
field along the light-cone that makes the operators gauge-invariant, in exact analogy4aiBqg. (

P = Pexp foy dy” AZ(0,y~,0,)Ta|, (4.48)

whereT, = T are the generating matrices for the adjoint representation of 8dl§N,). The
index runs over the two transverse dimensions, and the spin projection operators are defined by

P = P = 0, (4.49)
Pigl = —Pie' = -
PY = 2nny — 650 (4.50)

The correction is to the sign &. This can be checked by observing that the transverse parts of
the polarization vectors for gluons with helicityare

(- 40) = - (1

(up to an overall phase), and that the maRf§' should be

PI = 3" Ael(De ()
A==%1

We need to be careful that this is the matrix and not its transpose.e Timelltiplies the gluon
destruction operator. By angular momentum conservation, the linear polarization of a gluon is zero
ina spin—% hadron Artru and Mekhfi, 1990 The reason is that the linear polarization is measured
by an operator that flips helicity by two units. Since no helicity is absorbed by the space-time part
of the definition of the parton densities (the integrals are azimuthally symmetric), the helicity flip
in the operator must correspond to a helicity flip term in the density matrix for the hadron. In the
definition of the linear polarization of the gluon, E4.47), the hadron must therefore be of spin
higher than 12, e.g., a deuteron, of spin 1; we assume it is in a pure state of linear polarization in
the direction? to defineAr fy.

3. Fragmentation Functions

The unpolarized fragmentation function to find a hadnan the decay products of a quark of
flavor cis (Mueller, 1978 Collins and Soper, 1982

Dre@ = ) [ 2o Ty (0] w0y )
X

We have ignored here the path-ordered exponential of the gluon field that is needed to make this a
gauge invariant definition. The sum is over all final states containing the chosen hadron.

Definitions for polarized fragmentation functions can be foundafiins, 1993hCollins, Hep-
pelman, and Ladinsky, 1994

hx)(hx ‘ #(0) ‘ 0). (4.51)
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V. ete Annihilation

Among the most basic of the concepts of perturbative QCD is infrared safety. As discussed in
SectionlV., total and jet cross sections @ie™ annihilation are themselves infrared safe, without
factorization into long- and short-distance components. In this section, we review explicit low-
order results for these quantities.

A. Total Cross Section

The basic squared amplitudes for the total cross secti@henannihilation are illustrated in
Fig. 14 at one loop, in the cut diagram notation of AppenBix

Figure 14: One-loop corrections to thee™ annihilation cross section.

At this level, the ultraviolet (UV) divergences in the self-energies cancel those in the vertex
corrections. This cancellation is related to the manner in which quaekecirodynamicss renor-
malized: at zero photon momentum, all radiative corrections to the charge must vanish. That QCD
respects the renormalization conditions of QED was a necessary condition for it to be a viable
theory of the strong interactions. At a technical level, the result follows frafg:h, Q] = 0, with
Haoco the Hamiltonian and) the operator for electromagnetic charge.

Because of this cancellation, the one-loop cross section is independent of the scheme that we
specify to renormalize QCD, and the result is identical in all schemes. Beyond one loop, however,
it is necessary to specify a renormalization scheme, and results will, in gené&ealfrdim scheme
to scheme.

The total cross section f@"e™ annihilation at center-of-mass ener@y(in the one-photon
approximation) has now been computed up to three loops with massless quarkisl$ ranor-
malization schemeSurguladze and Samuel, 19%Gorishny, Kataev, and Larin, 19R1Here is
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what it looks like:

a(Q2)=ao{ 1 +“5§Q2)(3cp)
JT

(02 2\
(PTG

+CeTne(-22 + 164(3))|

o @)\’ [ ~s (69

(%) [ 5)
+C2Ca (-127-572(3) + 88(5))
90445 10948 440

51 9 £(3) + 3 5(5))
+C2Tn; (=29 + 304/(3) — 320¢(5))

31040 7168 160
+C|:CAT N¢ (—— + T{(g’) + ?4(5))

+cFCf\(

27

4832 1216
27 9 éV(3))

+CFT2n? (

11 4_ \?
—cpnz(gc,\ - §T nf)

(X1 Qr)? D (176
+(szQ%)1_6( 3 _128“3))}}‘

(5.1)

In this expressiongy is the parton model total cross section, E{j4(),

ANra?
0= 30 [Z Q?J , (5.2)

n¢ is the number of quark flavors amdlis the number of colors. The group invariar@g, C2Ch,

etc., give structure to the otherwise unremitting sequence of integers, fractions and “zeta functions”
in the three-loop result. For simplicity, we have writt€g, = C,(F), etc., and from AppendiR:,

we haveCg =4/3,Ca=3, T = % D =40/3 in QCD.Z(m) is the Riemann zeta function, beloved of
mathematicians,

9=~ 53)
n=0

nx’
whose specific values encountered above are

Z(3) = 1.2020569
/(5) = 1.0369278, (5.4)
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Using these values, the numerical fia@ents for SU(3) with five quark flavors are
2 3
(@) = oo @)L+ 22 + 1409(22) - 12805( %)) (5.5)
/s T T

We note that the cdicient—12.805 represents a second try; previously published results gave an
uncomfortably large incorrect value of about 60. These results are for electron-positron annihi-
lation via a virtual photon. In the LEP experiments, a virtddb involved and modifications in

the formula are required.@rin, van Ritbergen, and Vermaseren, 1p9Most of the pieces of the
modified formula are known, but some orde} terms involving heavy quark loops are not yet
published.

B. e*e Total Cross Section at One Loop

The explicit calculations that lead to tiéa?2) results are, like the results themselves, extremely
complicated, and can be carried out only with the aid of computers.O(tag corrections, how-
ever, already exhibit some of the basic problems of pQCD, and their resolution through infrared
safety.

At lowest order, the total cross section is given by the Born diagram, zeroth order ihe
diagrams that contribute to the total cross sectio®@ts) are of two kinds, those in which a
gluon appears in the final state (Fitga), and those which represent the interference between
an amplitude with ai©(as) virtual loop correction and the zeroth order (Figlh). The leptonic
and hadronic parts of these diagrams are connected by only a single photon (which we may take in
Feynman gauge, with propagateg.,;/Q?), and it is consequently natural to write the cross section
as a product of leptonit,*”(k, k2), and hadronicH,, (), tensors,

oot = L (ke ko)H, () (5.6)

Herek; andk; are the leptons’ momenta aqd= k; + ky, g, = Q?. We defineL to absorb the
photon propagator, and the overall kinematic normalization of the cross segi@fpr, ivhere we
neglect the lepton mass and average over spins. Similarly we absorb the integral over final-state
phase space intd. The leptonic part is then given by the Dirac trace

e
L (ke ko) = %@@Tr[kﬂ’” Koy']
e
= W(qu;+|<gk;-(Q2/2)gW). (5.7)

The calculation otry is simplified by employing conservation of the electromagnetic current,
which, as we mentioned above, is respected by QCD,

od'Hu(q) = Hya" = 0. (5.8)
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Now, becausél is a symmetric tensor that can only depend on the total momegytwra find that
it has the form

Hyv = (q/tqv - ngyv)H(Qz) > (59)
with H(Q?) a scalar function that can be found by
1 4
H(Q?) = 555(-9"Hu) - (5.10)
Combining these results, it is easy to show that
¢ g
Otot = W(_QM )H,uv(Q) . (511)

Thus, it is only necessary to compute the contraction of the hadronic tensog,withderive the
total cross section.

To compute the hadronic tensor, we write it as the integral over three-particle phase space of
the squared matrix element for gluon emission,

_gJVHﬂV(Q)
1 [ dPp, ok

e - _ k12 2
=26 ) Toul T 204 PRI MK P (5.12)

Herep; is the quark’sk the gluon’s, and) — p; — k the antiquark’s momentum, whileM(k, py) |2
represents the contribution of Fifga to the squared matrix element. The subscrignotes that
this contribution is real, as opposed to those from E#,d, which involve virtual loops and are
therefore complex. In this (spin-averaged) c4s4i? is independent of the direction @i and of
the azimuthal anglk aboutp;. We may then evaluate these angular integrals to give

_g“VHyV(Q)
:(27203]; dplplfo dkk Ildu
x 6(Q% = 2Q- (p1 + K) + 2palIKI(L — u))l M(k, py)I?, (5.13)

whereu is the cosine of the angle betwegnandk andQ = /Q2.
Next let's have a look dtM(k, py) I, Fig. 14a. Because the fermions are now quarks, it includes
the product of a Dirac trace times a color trace, given by

MpuiE = 2T [TPTO g )"
f

1 ) #
X[(Zpl . k)(2p2 - k)Tr[)/yply (p]_ + K)’y pz'ya(_pz _ K)]

+ m“[%(m + Ky (D) yo (b1 + k)y“(pz)]] : (5.14)
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It is at this point that we see the kind of problems one encounters in a perturbative QCD calculation.
They are exactly of the sort anticipated in Sectlan

There are two denominator factors in E§.14), corresponding to the propagators for the two
virtual fermions in each diagram. Consider, for instance,

P - k= [pallk|(1-u). (5.15)
This factor vanishes at two generic points in phase space

= 0o K soft,
= 1 e Kk collinear top; . (5.16)

It is easy to check that the integral over phase space is divergent in both of these limgeftthe
limit, where the gluon momentum vanishes, andtb#inear limit, where it becomes parallel to
the quark’s momentum. In these two limits, thandu integrals become, respectively,

% - Kk soft,
o k

1 du .
G <k collinear top; . (5.17)

Not surprisingly, there is yet another region where the integral divergek,dollinear top,,
P2 - k = Ip2llkI(1 + ) + O((1 + u)?) . (5.18)

Thus, soft and collinear divergences are already present at one loop in massless QCD.

In Sectionl. we argued that infrared sensitivity cancels betwediedint final states. At this
order, there are only two final states to choose from, the quark-antiquark state, and the quark-
antiquark-gluon state. It is possible to show that if the integrands for these contributiofs to
are combined, all sources of divergence cancel, before any integrals arestiemeagn, 1978 For
many purposes, however, it is useful to do the integrals imfared regularizedheory, in which
the soft and collinear divergences have been rendered finite by some modification of the theory, in
much the same spirit as for UV divergences. It is important to realize that an infrared regulated
theory isnotthe same as the original theory, because infrared regulation changes the long-distance
behavior. But, in the limit that the regulator is taken away, the infrared-regulated theory should
give the same predictions as the real theory for infrared safe quantities, which don’t depend on the
long-distance behavior anyway.

Actually, it is not so easy to find a completely satisfactory infrared regulator for QCD, one that
doesn't d@ect the short distance behavior at some high order. Interestingly enough, dimensional
regularization (AppendixC:) provides such a regulator. In this case, we (formally) carry out all
integrals in 4— 2e dimensions. Divergences appear as poles at vanishing regulatoreqcale
at four dimensions). There are some subtle points here, especially since the same method is also
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used to regulate UV divergences. Nevertheless, one may apply it consistently. Another method,
that works well at least to one loop, is to assign a small magdp the gluon (in Feynman gauge,
for simplicity). Here infrared and collinear divergences appear as logarithmg. ofhis method
may be dangerous beyond one loop, because a gluon mass breaks gauge invariance, but it works
well enough at this level.

Let us quote the results for the two-particle and three-particle cross sections represented by
Fig. 14. For the two-patrticle final state, the cross sections are, at one loop

2

o™ = e (%) [-2|n2(Q/mg) +3I(Q/my) - 421 ; %
o _ _ CY_S 3(1— E)2
o7 = mooCr ( x )((3 —2eT(2- 26))
dm2\(1 3 P
X( QZ) (?4'2—6—54'4), (519)

for gluon-mass and dimensional regularization, respectively. Notice that, although the two expres-
sions share some features, they are vastlgdint, and each depends upon one of the unphysical
parametersin, or . This is a sign that the long-distance behaviors of the regulated theories are
different.

The three-particle final state gives these results at one loop:

[ 2
o™ = oCr (%) 2In%(Q/my) - 3IN(Q/my) + g’ _ ] ,

T
6
ooC (%) 3(1- ¢ )
P\ x \(B-2er(2 - 2¢)
dmP\<(1 3 2 19
X |l—| |s+=—-=+—].
( Q? (62 2¢ 2 4 )

Comparing the two- and three-particle results for each choice of regularization, we find that most of
their respective terms cancel, leaving behind exactly the sitg) correction of Eq.%.1). This
demonstrates explicitly that the total cross section is independent of long distance behavior, at least
to this approximation. The explicit calculations®@brishny, Kataev, and Larin, 199%urguladze

and Samuel, 199%how that it is possible to verify this result much more dramatically, based in
part on special algorithms for multiloop diagram&échov, 1981Chertykrin and Tkachov, 1931

N
I

(5.20)

C. Energy-Energy Correlation

The total cross section fa*e™ annihilation, being an infrared safe quantity, see Sechign
can be used to study the short distance behavior of the Standard Model without complications from
long-distance physics. However, it is by no means the only such quantity. By looking at infrared
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safe quantities that probe the hadronic final states produegdimnnihilation, we can learn about
the structure of the interaction Lagrangian that controls the short distance physics.

We have discussed in Sectidn how certain measurements can involve the final state in such
a way that the measured quantity is not sensitive to collinear parton branching or the emission of
soft partons (see Eqs4.(7), (4.10). There we used as an example the thrust distribuiofd7™
defined in EQs.4.9), (4.9. Another frequently used quantity is the energy-energy correlation
function Basham, Brown, Ellis, and Love, 19;/Brown and Ellis, 198},

1 dz

— . 5.21
ot dcosy ( )

A convenient way to express the definitionfs to use the general equatioh ). If we let 7 in
(4.7) bedX/d cosy then the functionsS, that define the contribution from amparticle final state
are

n n E E,
Sn(ph, ..., ) = Z Z T’é(cos)( — COSij) (5.22)

i=1 j=1

wherey;; is the angle between particleand j. Recall that the normalization of ti#%, is such that
S, = 1 for all n gives the total cross section. Then sif¢eE; = +/s, the normalization foE is

1t dx
— d =1. 5.23
oT [1 cosx dcosy ( )

The energy-energy correlation function is infrared safe. To verify that the required condition
(4.10 is satisfied, conside$,,1(p;, ..., (1 — A)ph, Apn). We have

Sn+l(ﬁ£’ ) (1 - /l)pJn’ /WS)
n-1n-1pr- =
= Z Z 5 E 5(coSy — COSyij)

7o S
n-1
E; [1E 1-2)E
+ZZ | [AE + (1~ DE] 5(cosy — COSyin)
i=1 S

AE, + (1= DE)?
+[ n+ (1= DB 5(COSy — COSynn)

= Sa(Phs. ... P (5.24)

There are other distributions besides the thrust distribution and the energy-energy correlation
that probe the shape of the hadronic energy distribution. Jet cross sections, to which we now
turn, fall into this class. Concise descriptions of other, related quantities, with calculations and
references, may be found KKunszt, Nason, Marchesini, and Webber, 1989
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D. Jets

In a typical electron-positron annihilation event at LEP or SLC, two, or sometimes three or
more, sprays of particles are produced. The more energetic of the particles within each spray
are typically confined to an angular range of a few tenths of a radian. These sprays of particles
are called jets, and various measurable cross sections to produce jets are Stehear{ and
Weinberg, 1977 Sterman, 1978 For instance, one can measure the inclusive cross section to
make two jets with given energies and angles, plus anything else. Most commonly, one measures
the cross section for the final state to contain exactly 2,3,4 ... jets.

One thinks of a jet as consisting of the decay products of a sirfilghell parton, a quark
or gluon, that was produced in the annihilation by a short-distance process. It is not, however,
completely straightforward to define precisely how many jets are present in a given final state
and what their momenta and energies are. The physical problem is that the decay products from
an energetic parton are not infinitely well collimated, and, in particular, will generally include
the remnants of some rather soft gluons that are emitted at large angles. Worse, because partons
can join as well as divide, and because of quantum interference, a given hadron can be a “decay
product” of more than one hard parton at once. Thus a jet cross section is to some extent an artifact.

If a jet cross section is an artifact, so be it. One must simply give a careful definition how the
jet content of the final state is to be measured. Then, one must calculate (perturbatively) the cross
section to make jets in a given configuration according to this definition. In order that the cross
section reflect short distance physics, one must arrange the jet definition so that the corresponding
jet cross sections are infrared safe in the sense ofEf0)(

The possibility of calculating and measuring infrared safe jet cross sections was first explored
in Sterman and Weinberg, 197The definition given there involved cones, something like the
cones often used to define jets in hadron-hadron collisions, as described in SddtionThe
definitions used nowadays for electron-positron collisions involve an algorithm for successively
combining hadrons into jets, using some function of momenta as a measure of “jettiness”. (In the
corresponding calculation, one uses the same algorithm to successively combine partons into jets.)
Here, we shall describe the original example of this class, the so-called JADE algdaiétinké¢
et al, 1988. There are several variations that are used, of which we may mention particularly the
Durham algorithmCatani, Dokshitzer, Olsson, Turnok, and Webber, 399A summary may be
found inBethke, Kunszt, Soper, and Stirling, 1992

The successive combination algorithms are iterative. At each stage, two jets from a list of jets
are combined into one. One begins with a list of jets that are just the observed particles. At each
stage of the iteration, one considers two jedgid j as candidates for combination into a single jet
according to the value of a dimensionless “jettiness” varighléairs with smal;; are considered
to be the most jetlike. For the JADE algorithm,

2E;E;(1 - cos#;j)

Vij = s . (525)

2INamed for the Durham Workshop on Jet Studies at LEP and HERA, December, 1990, out of which it developed.
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The pairi, j with the smallest value of;; is combined first. When two jets are combined the four-
momentump” of the new jet is determined by a combination formula. For the JADE algorithm,
the combination formula is simply

p= g+ (5.26)

After this joining, there is a new list of jets. The process continues until every remajjirg
larger than a preset cuipy.. In this way, each event is classified as containing two, three, four,
etc. jets, where the number of jets depends on theltygechosen.

Notice that this algorithm is infrared safe, because it satisfiesEf§0( A particle that has
only an infinitesimal energy will notfgect the final number of jets, or their four-momenta, since
it will contribute only an infinitesimal amount to the final four-momentum of the jet in which it is
included. Similarly, if two particles are nearly collinear, with ~ Ap* and pfj’ ~ (1-2)p", then
the first step of the algorithm is to combine them into one jet with momentum clgge to

E. Calculations

One can categorize the possible infrared safe quantities in electron-positron annihilatibn as “
jet like” by considering the functionS,, Eq. @.7), that define the measurementSH # 0, we say
that the quantity is “two-jet like.” IfS, = 0 butS3 # 0, we say that the quantity is “three-jet like.”

With this nomenclature, the total annihilation cross section is two-jet like. Quantities such as the
cross section to make exactly three jets (for a giug or the energy-energy correlation function
away fromy = O, r are “three jet-like”.

As we have seen in Sectidh, the total cross section has been calculated to argleSince
this is three orders beyond the Born approximation, the comparison of the prediction to data can
provide an extraordinarily stringent test of the Standard Model. However, there is an experimen-
tal limitation of the usefulness of a two-jet like quantity like the total cross section as a way to
measureys or to provide a test of the QCD part of the Standard Model. The limitation is that the
Born approximation to such a quantity is independentHIQCD enters only in the higher order
corrections. Thus extraordinary experimental accuracy is required in order to measure the QCD
contribution precisely.

With three-jet like quantities, one is measuring something that, in the Born approximation, is
proportional toas. Thus the experimental demands are less stringent. However, the theoretical
difficulties are greater. Non-perturbativBeets are estimated to play a larger role than in the
completely inclusive total cross section. (See, for examipéghke, Kunszt, Soper, and Stirling,
1992) More importantly, the perturbative calculations are more complicated. The calculation
depends on realizing cancellations of collinear and soft divergences between contributions from
four parton final states and from three parton final states with virtual loop corrections. (The results
for the virtual loop graphs are generally taken fré&ihs, Ross, and Terrano, 1981There are
calculations of individual three-jet like quantities at ordérin the literature. References may be
found inKunszt, Nason, Marchesini, and Webber, 198Bere is now also a computer program by
Kunszt and NasorKunszt, Nason, Marchesini, and Webber, 198t can calculate any infrared
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finite three-jet quantity at order?. Basically, one has only to supply suitable computer code for
the functionsS, andS; that specify the measurement.
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VI. Deeply Inelastic Scattering

A. Use of Perturbative Corrections in DIS

The use of parton distributions in pQCD is similar to their use in the parton model. The basic
facts are still: (i) that the IR safe short-distance functiay¥ are independent of the external
hadronh and (ii) that the distributiong;, are “universal”, for instance, the same for the structure
functionsF; andF, defined in Eq.8.19. For convenience, we reproduce here the DIS factoriza-
tion theorems, Eq4(11) and Eq. 4.12,

1
RO = Y, [ GO (veQPhlakd) anesd) . (a=19)

i=f,f,.G
1 .
RO = ) [ de O (e Q2 astd) duntend) e
i=f,f.G

(where we have set the factorization scale equal to the renormalizationcatel the evolution
equation Eq.4.19),

d 1
MZW‘ZSi/h(X,/J, a/s(/ﬂ)) — Z f; %Plj ()E(’ 015(#2)) ¢j/h('§:’ﬂa a/S(/JZ)) ' (62)

j=f.f.G

With these results in hand, we can make predictions by combining perturbative calculations with
experimental input. In this section, we discuss how this works in low order corrections.

Unlike an infrared safe total cross section, the hard-scatterinfficieat functions of DIS
factorization arenot simple finite functions ofrs. Instead, they must be defined as infrared safe
“distributions”, generalized functions which give finite answers when convoluted with smooth
functions. The most familiar example of a distribution is a delta function. Here, we introduce the
“plus” distribution, denoted

9(¥)
EL , (6.3)
whose integral with a smooth functidifx) is defined by
f ax (0 [%} = f Tax T lf(i))g(x) ~ f(1) fo Z dx% . (6.4)

A plus distribution corresponds to a divergent integral that is regularized by a divergent subtraction,
in this casef (1) times the integral from O to 1. (Note that the second term on the right vanishes
whenz = 0.) Plus distributions are ubiquitous in both hard-scattering functions and parton dis-
tributions, for all nontrivial factorization theorems in QCD. The manner in which they arise in
one-loop corrections is discussed in Secflinrbelow.
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The three basic quantities in the factorization and evolution theorems above are:filuéerde
functionsCSJ'), the evolution kernel®;;, and the parton distributiong,,. Of these, the first two
are computable as power seriesias realistic, infrared-safe quantities. The distributions, on the
other hand, are directly computable only ff;, with bothi and j partons, and then only in an
infrared-regulated version of the theory. Such unphysical parton distributions, however, enable us
to isolate the physical céigcient functions and evolution kernels. Let us review how this works.

Combining Theory and Experimewts an example, consider the relation between the structure
functionsF{", V = y, W#, and the physical parton distributiongn(x, 2). The procedure can be
summarized as:

(a) Compute the regulated distributionisq and¢;,y to some order in perturbation theory.
(b) ComputngVD, with j = g, g to the same order.
(c) Combine the results of (a) and (b) to der® ? to this order.

(d) CombineC{’? with experimentally determineB{’” to derive the non-perturbativ, to
the same order in perturbation theory by applying the factorization theorem.

These distributions, in turn, can be combined with hard scattering functions from other processes
to derive predictions from the theory. Note that the parton distributions arffiaieet functions
are factorization-scheme dependent, in the sense described in S&ctibhe evolution kernels,
Pi;, however, are scheme-independent in the one-loop approximation.

At O(as) the procedure we have just described is particularly straightforward. For instance, in
the electromagnetic case E4.11) and Eq. 4.12) yield,

QZ
R0 Q) = o001+ 00 (x F ) 65)

Here and below, we suppress an overall fa€@r(the fractional charge of the quark) Fy, for
electromagnetic scattering.

B. One-Loop Corrections in DIS
1. MSscheme

In the MS scheme, the distributions are defined by matrix elements as in S&ctiand are
simple at one loop in perturbation theory, although the resultinfficent functions tend to be a
bit complicated. They are also convention dependent. To compare the following results with the
literature it is necessary to check not only the definitions oRheEq. 3.19, but also the explicit
factorization formulas Eq6(1). For instance the results below 1Gg differ from those quoted in
Furmanski and Petronzio, 198§ a factorx.
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From the procedure just described, the explicit nonzero one-lodficeat functions for DIS
are given in theIS factorization scheme 6%

1 +x( (1-x 3\ 1
Vo _ AT
) = CZ(F) — (In < 4)+ 4(9+5><) L
Vo) 1 o 1
eI = = —CZ(F)EX,

1
W = eI _CyF)(L+ ).,

clI = T(F)nix

(< +(1- x)2)ln( ~ ) 1+ 8x(1- x)]

1
cVom - = VO _T(F)n, [4x(1 - X)] , (6.6)

2X

wheren; is the number of quark flavor€,(F) = 4/3 for N, = 3 andT(F) = 1/2 (see Appendix
A:). Similarly, the one-loop kernels are given bys(Zn)PI(Jl), with (Altarelli and Parisi, 1977
Altarelli, 1982

PO = CuF) (1+x2)(%()+ + 25(1— x)] ,

PEOY = TR [@=%7 + <],

PEOY = TR [ @-»7 + <],

Py = cop) LT

PO = 2Cx(A) [ a _X 3 LI X x(1 - x)]
(11C2(A)——T(F)nf)5(1 X), (6.7)

whereC,(A) = 3 andT(F) = 1/2 in QCD (AppendixA:). Finally, theMS distributions for partons
in partons are (witle = 2 - n/2)

Bi/i(%, €) = 1;’;( )p(l)(x) (6.8)

where we conventionally choose
MZ — IuZeyE—ln4ﬂ , (69)

with yg Euler’'s constant. This choice corresponds to a natural definition for the renormalized
matrix elements that define the distributions (see Se®ipn

22SeeFurmanski and Petronzio, 1982Zijlstra and van Neerven, 199%2an Neerven and Zijlstra, 199Zijlstra
and van Neerven, 199%an Neerven and Zijlstra, 199®Ratsuura, Hamberg, and van Neerven, 1998mberg, van
Neerven, and Matsuura, 19%ndHamberg, 1991
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2. DIS scheme
The DIS scheme is defined &l orders in perturbation theory by Edt.16),

cY9 = s(1-%),
CYP0) = o(1-%),
c9x) = 0. (6.10)

That is we renormalize the parton densities so that the parton model is exaet@t This gives
somewhat more complicated results for one-loop distributions of partons in pa@aren¢ and
Tung, 1992, which however, are determined in terms of M8 distribution to one loop by

$an(x 1)) = [1+ as(@)CY ' @ g™ + 0 (1)CYIM & 931 20 (6.11)

where® represents the convolution in Ed.{). Here the &ect of the gluon distribution it
is shared evenly by the; quark flavors (the same number as is used in the beta function at this
momentum scale, see Sectiiy). Similarly, a frequently-used (but nonunique) definition for the
DIS gluon distribution in terms of th®lS distributions at ordet is
Bam(% 12 = [1 - au)CYIM @ {1 — agu) | YN @ ¢l (6.12)
q

These relations holds to ordeg for h a parton or a physical hadron.

Because of the relation Ec6.6), the remaining cd&cient functions in the DIS scheme are
trivially found from those in théViS scheme. The reward for the somewhat complicated partonic
distributions in the DIS scheme (remember, they are unphysical anyway), is much simpler one-loop

codficient functions; in addition to the defining equations, E1() we find (see, for instance,
Altarelli, 1982,

Cqu)(l)(x) _ —%Cz(F) X, (6.13)
clV9D(x) = —T(F)n; 4x(1-x), (6.14)
clVID(x) = —Cy(F) (1+X). (6.15)

C. Two-Loop Corrections

Recently, DIS cofficient functions have been calculated in DIS &8 schemes by van Neer-
ven and coworkers. This, of course, requires the determination of perturbative parton distribu-
tions and evolution functions at two loops as well. The full expressions are bulky, and we shall

235eeZijlstra and van Neerven, 1992an Neerven and Zijlstra, 199Zijlstra and van Neerven, 199¢an Neerven
and Zijlstra, 1992 Matsuura, Hamberg, and van Neerven, 199@mberg, van Neerven, and Matsuura, 1,98dd
Hamberg, 1991
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not reproduce them here. To give the flavor of the results, however, it may be useful to give the
two-loop evolution kernel for the nonsinglet distributions (Sech)nPi’\j'S(x), (Altarelli, 1982):

« 1+ x°
Pglqs(x’ as) = ESCF ( 1- X)
+

s\? 1+
+(g—ﬂ) {CE[—Z( 1J:);)Inxln(1—x)
—5(1—x)—(%(+2x)lnx—%(1+x)|n2x]

1 1+x° 11, 1- 7 2
+—CFCA[( +X)(In2x——ln X+£—”—)

2 1-x 3 X2 16 3
61 215
+2(1+ X)Inx+ - ﬁx]
2 1+ x? 1-x 29\ 1 13
ot (355 - )
1
+6(1-X) f dxQy(x, as) + O(a?d), (6.16)
0
where
Y 1
Qua(x as) = (Z) Cr - 5Ca CF[2(1+ %) I X+ 4(1— X)
1+X2(, , : n?
+ T x (In X—4InxIn(1+ x)—4L|2(—x)—§)].

(6.17)

D. Computation of One-Loop DIS Correction

Typical (cut) Feynman diagrams that contribut&\ffj” are shown in Figl5. At lowest order,
they involve either gluon emission, or one-loop radiative corrections. Here we shall give just
enough detail on the gluon emission process to illustrate the physical content of factorization. For
more details, sealtarelli, Ellis, and Martinelli, 1978Altarelli, Ellis, and Martinelli, 1979Kubar-
André and Paige, 197®arada, Kaneko, and Sakai, 192®ad and Humpert, 197@ndHumpert
and van Neerven 1981

Since we are interested in structure functions, it is convenient to use the contractions

1 3

_ wa;(lvf)(l) - _|:2(7f)(1) _2 (ngf)(l) _ ZXngf)(l))
v X 2 9
2
awohw — L eehw (f)(1)
pPpWeI = @(F; - 2xFYI) (6.18)
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Figure 15: Low-order diagrams for deeply inelastic scattering.

Of these, the first is by far the more demanding to calculate, because the Dirac equation may be
used to eliminate all but one of the diagrams shown in Egfor p*p'W,,. (We should note
that when these calculations are carried out using the method of dimensional regularization these
identities become somewhat more complicated. See App&hdix

Let's have a look at the real-gluon contribution +g/”W,,. It can be computed as if the
diagrams described the Born approximation for the two-to-two progessf — f + g, withga
gluon,

- g W = f (1Mt P)” (6.19)
PS

where M is the squared matrix element for this process, normalized according t8.E6), @nd
averaged over the spin of the initial-state quaﬂgS denotes the integral over two-particle phase
space. The matrix element is described in terms of the usual kinematic variables,

s=(p+q?,t=(p-k?,u=(q-K?, s+t+u=-Q?, (6.20)
in terms of which it is given explicitly by (recall, we are suppressj

1) 4( s —t 2u

6.21
-t s st ( )

The phase space integral is particularly simple in the center of mass frame, where it reduces to an
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integral overt = cosd, with 6 the angle betweep andk. In this framet, u andsare given by

_ Q-9 ,_-QU+y _LA-%

t =
2X 2X X

(6.22)

As usual,x = Q?/2p - g. Collecting these expressions in E§.19, we have

g O asd (P (2(1-X)  1-¢ 2X(1 + &)
(20" W) e = Eéfldf( 1z "20-9" (1—X)(1—§)) - 63

As it stands this expression has problems of two kinds, closely related to those found at one loop
in e"e” annihilation.

First, the unmodified integral diverges &t= 1, that is, when the gluon is parallel to the
initial-state quark. This is the familiar collinear divergence, associated with the degeneracy of on-
shell single-quark and parallel-moving quark-gluon states. It is just the sort of contribution that
corresponds to the evolution of an isolated quark long before the interaction takes place, and should
be absorbed into the distributian, ;. In a careful calculation, we would regularize the collinear
divergence dimensionally, or by giving the quark a mass. We can eveiff¢he@ngular integral
at some minimum angle: each of these choices will only show up in the precise definition of the
infrared sensitive part af;, s, which we are going to discard anyway. We shall therefore assume
that regularization has been carried out, and not modify the explicit expressions below. Thus we
may assume that the expression\Wd? is well-defined for allx # 1.

The divergences as — 1 are our second problem. Given that Q?*(1 — X)/x, they are
evidently associated with a vanishing mass for the final state, which happens if the emitted gluon
has either zero momentum (soft divergence), or is collinear to the outgoing quark. Divergences
of this sort are not candidates for absorption into the parton distribution, because they depend on
details of the momentum transfer and the final state. On the other hand, an unmitigated divergence
of this kind cannot be pushed into the hard-scattering funct@{mseither, because a poleat 1
in C(2) would lead to a singularity in the basic factorization integral, Bql)( whenevelx = &. If
factorization is going to work, the = 1 poles must be canceled.

As in e*e” annihilation, we look to virtual processes to cancel divergences associated with
real-gluon emission. There is an importantelience, however, in the kinematics of DIS and the
annihilation processes. The virtual diagrams of Hi§.can only contribute ak = 1 precisely;
in fact, they are proportional to a factéfl — x), which comes from the mass-shell delta function
5([p+d]?). Thus, as anticipated above, the complete answer will be infrared finite as a distribution,
rather than as a function.

Let's now skip to the answer. It will consist of plus distributionsxnin addition to finite
terms. Collinear-divergent integrals will remain, which will have to be absorbed in the parton
distributions. To compare real and virtual-gluon corrections, we shall change variables from the
cosine of¢ to the transverse momentum of the gluk, relative to the direction of the incoming
quark. In the center of mass frame, the relation between the two variables is

@ =t Xa-8). (6.24)
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Leaving the divergeri? integral explicit, the one-loop electromagnetic structure functions are

2
F(yf)(l)(x) _ @ Q % 1+ X2
2 2\ o R

1-x

) + gé(l - x))

1+2( (1-% 3| 1
1C(F) 1J:’; (In( xX)_§)+Z(9+5X) }
+
2 = YO0 Cy(F)ax. (6.25)

In the expression foF,, [9 + 5X], is defined by direct analogy to Ed.4). We see explicitly the
collinear divergenky integral, which will be absorbed int@(fl/)f according to Eq.4.5), and the
evolution kernel

1+x2 3
x|, = PO = (1+x)/[1 - K, + é5(1 -X), (6.26)
which is of central importance in determining & dependence of the DIS cross section (Section

3).
As promised, allx — 1 divergences have canceled in E6.25, a necessary condition for
factorization. Also, we note th&t, andF; differ by an infrared safe function. This means that the
same parton distributios;, s will absorb the infrared sensitivity of both structure functions. This
is another prerequisite for factorization. Thus the calculation of DIS structure functions at one loop
gives us two highly nontrivial checks of the factorization formulas, BdL)(
The explicit forms of one-loop corrections suggest the two standard choices of parton distribu-
tions, discussed in Sectidh above,
as(Q?) [ di2
o0 Qs = 52 [ 58

6 (% @ois = FOID(x a (@) . (6.28)

The first, ‘MS”, distribution, Eq. 6.27), absorbs as little as possible into that is, only the
collinear divergent term, leaving the remainder to @s. It is particularly simple in dimen-
sional regularization, where the divergent term may be identified as thiocoes of a pole like
1/(n - 4), with n the “number” of dimensions. Alternatively, in the second, “DIS” distribution,
Eq. (6.29, we absorb as much as we can in the parton distribution, the standard choicalbeing
of FP(x, Q2), at the momentum scal@? = 12

Paq(X) (6.27)

E. Review of DIS Experiments
1. Historical perspective

Early work on electron-nuclei scattering led to the discovery ofdtaling propertyof the
structure functiorn®. This scaling property demonstrated the existence of point-like constituents—

24For a broader historical perspective, §shn and Goldhaber, 1989
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partons—uwithin the proton; these partons are now identified as the quarks and gluons. In a sense,
DIS experiments of the 1960’s established the sub-structure of the proton in the same manner that
the Rutherford scattering experiments established the sub-structure of the atom in 1911.

DIS experiments provided the experimental foundation for the parton model, Séittion
which, for the case of lepton-hadron scattering, can be summarized by the following formula:
o(th — 'X) = ¢an @ d(ta — 'X), whereg,, is the parton distribution function (PDF),
o(ta — €'X) is the hard scattering cross section, andepresents convolution in momentum
fraction. The implicit assumption in the parton model is that the lepton scattmkerentlyfrom
the parton constituents. The principal achievement of the parton model is that we have taken a
physical cross section which isfiicult to calculate directly, and divided it into a term that we can
calculate in perturbation theory(fa — ¢’ X), and a term that we extract from experimefiy.

Obviously, the utility of the parton model relies on our ability to determpgg, or equiv-
alently? the structure functionss;. The basic procedure used is to compatga™— ¢'X) in
perturbation theory, measurg¢th — ¢’ X) experimentally, and thereby extragl,. Unfortunately,
this is easier said than done, as we must unfold the convolution t@find

Presently, the data from DIS experiments provide the most precise determination of the func-
tions ¢,n. The advantage of the DIS process is apparent when contrasted with a hadron-hadron
scattering process where the parton model formula wouldeea® ® & ® ¢, and we would have
to unfoldtwo convolutions to extraap.

Although an important goal of DIS experiments is the extraction of PDF’s, these experiments
cover a wide range of topics, including the precision measurementséy,stabibbo-Kobayashi-
Maskawa matrix elements, quark masses, and branching ratios. We shall limit the scope of our
discussion, however, primarily to the extraction of PDF's.

The generic DIS scattering experiment consists of a lepton beam 6r v) incident on a
nucleon target. In the simplest version of this experiment (totally inclusive DIS), only the final
state lepton is observed, and the hadron remnants are ignored. For example, the SLAC-MIT group
(Breidenbachet al, 1969 Bloom et al, 1969 scattered an electron beam of energy 7 GeV to
17 GeV from a hydrogen target. The energy of the outgoing electron was measured using a large
magnetic spectrometer for scattering angles6° and 10.

In the QCD parton model, we assume that the DIS process occurs via the exchange of a virtual
boson W+ for charged current reactiong,or Z° in neutral current events) with momentugh =
k' — k. The momentum of the exchanged boson defines the energy scale, and the momentum
fraction is given by Bjorken scaling variable

Q@ = - = 4EE.sir(0/2)
@ 2EEsirf(/2) - (6.29)
2q-P  my(Ex - Ex)

25 Note, to leading order, the structure functions are simply related to the parton distributions. However, beyond
leading-order, the relations are more complex.
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Therefore, by measuring only the final state lepton enekgy) énd angle §) in the target rest
frame, we can determin®? andx, and thereby extract the structure functions.

The surprising discovery by the SLAC-MIT group was that the structure functions were insen-
sitive to Q?, and only depended on the scaling variakldn the context of QCD, we now know
that there is a logarithmi®? dependence which spoils the exact scaling. Therefore, the goal of
modern experiments is to measure the structure functions in terms ofbatihd x.

2. The Experiments

We shall present a selective survey of the DIS experirdénfBhe DIS experiments can be
divided into two categories: charged ) and neutral«, v,) lepton beams.

We shall consider four neutrino-induced DIS experiments. At CERN, both CDHS (CERN,
Dortmund, Heidelberg, and Saclay) [CERN-WA-001] and CHARM (CERN, Hamburg, Amster-
dam, Rome, Moscow) [CERN-WA-018] used gv, beam with an energy 260 GeV. These ex-
periments were completed in 1984. At Fermilab, CCFR (Chicago, Columbia, Fermilab, Rochester)
[FNAL-770] used av, /v, beam with an energg 600 GeV, and was completed in 1988. FMMF
(Fermilab, Michigan State, MIT, and University of Florida) [FNAL-733] had v, beam with
an energyx 500 GeV, and was completed in 1988. CDHS and CCFR used massive (ajjm)t 79
Fe calorimeters which yielded a larger statistical sample. CHARM and FMMF used lighter (about
2g/cc) “fine-grained” calorimeters which yielded good pattern recognition, but lower statistics.

The major charged-lepton-induced DIS experiments include the following. EMC (European
Muon Collaboration) [CERN-NA-028] usediabeam with an energy 325 GeV, and was com-
pleted in 1983. NMC (New Muon Collaboration) [CERN-NA-037] used the EMC detector to ex-
tend the kinematic range to= [0.005 0.75] andQ? = [1, 200] Ge\#, and was completed in 1989.
SMC (Spin Muon Collaboration) [CERN-NA-047] is a third reincarnation of the EMC detector
designed to measure the spin-dependent asymmetries of longitudinally polarized muons scattering
from polarized targets. SMC began operation in 1991. BCDMS (Bologna, CERN, Dubna, Mu-
nich, Saclay) [CERN-NA-004] usedabeam with an energy 100 Ge¥ E, < 280 GeV, and was
completed in 1985.

Finally, there is a new class of experiments which has only become reality very recently:
lepton-hadron colliders. The HERA collider at DESY began taking data in 1992, collididgz26/
electrons on 820 GeV protons forvis = 296 GeV. With two experiments called H1 and ZEUS
this facility will be capable of measuring structure functions in the raxge 10> and Q? <
30,000 GeVf. Results from their early runs have been publishedBEtS Collaboration, 1993b
H1 Collaboration, 199andH1 Collaboration, 1994These results already cover valuex tielow
104, They are especially notable for the rise (¥ at low x, which is consistent with a variety
of theoretical consideration&(ibov, Levin, and Ryskin, 1983 evin and Ryskin, 1990Bassetto,
Ciafaloni, and Marchesini, 1988&uraev, Lipatov, and Fadin, 197Balitskii and Lipatov, 1978

26 For lack of space we can neither cite all experiments, nor all references. For those experiments discussed, the
experiment number is given so that the interested reader can find a complete list of publications in the following
reference. Note that this information is also available on the SPIRES dat&hageet al, 19929.
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3. Outstanding Issues in DIS

The DIS process is by far the most accurate experiment for measuring the quark distributions;
however, since there is no direct lepton-gluon coupling, the DIS process is only sensitive to the
gluon distributions at next-to-leading-order. Given the significant role that the gluons play in the
QCD parton model, it is important to obtain their PDF in a separate process, such as direct-photon
production.

DIS experiments are performed with a variety of nuclear targets; however, to compare struc-
ture functions among experiments, we prefer to convert the nuclear structure functions to isoscalar
structure functions. This necessary conversion is non-trivial, and can introduce significant uncer-
tainties.

We have sketched the process for extracting the structure functions summed over parton flavors;
however, realistic extraction of the PDF’s is more complicated. In principle we can use proton
and neutron scattering data to separately extract the up and down distributions, but this is not
straightforward.

A further complication arises when we try to determine the sea-quark distributions. For ex-
ample, thes-quark distribution is determined using the sub-processW — c with the final
statec-quark observed. Unfortunately, this process is sensitive to thresfietddearising from the
charm quark mass, as well as large non-leading order contributions arising from the mixing of the
gluon and strange quark distributions.

New high precision DIS data, as well as improved higher-order theoretical calculations, force
us to go beyond leading-order perturbation theory. When we carry our calculations and data analy-
sis beyond the leading-order of perturbation theory, all the subtleties of the renormalization scheme
and scale dependence arise.

F. Experimental Status of Parton Distributions

In this section we review some properties of parton distribution functions (PDE’s) as currently
determined from experiment. We begin with overall features, and go on to discuss the experimental
status of scaling violation, evolution and the determination &fp.

1. General Features

In neutrino scattering the built-in flavor selection, as described for the parton model in Section
2, provides a powerful means of extracting PDF’s. Nevertheless, neutrino experiments on light
targets (H or D) stier in statistical precision. In the following, we briefly review the results of
neutrino experiments on hydrogen, and dwell primarily upon the precision measurements from
neutrino scatteringfbisoscalar targets.

a. Quark Densities from v-H Scattering Neutrino measurements of quark densities from a
hydrogen target are in agreement between the two experiments, CiA&fowiczet al,, 1989
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and WA21 (BEBC) Joneset al,, 1989, at about the 15% level. Figudé shows the ratio of quark

and antiqguark components as measured by the two groups. (It should be noted that the CDHS data
have been adjusted in overall normalization to reflect this group’s recent cross section measurement
(Bergeet al.,, 1987).)
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Figure 16: Ratiodishra and Sciulli, 198®f the data from experiments WA21 (BEBC, Big
European Bubble Chambelyneset al., 1989and CDHS (CERN, Dortmund, Heidelberg, Saclay)
Abramowiczet al,, 1984 (crosses, quarks; solid circles, antiquarks).

b. Valence Quark Densities in the Proton The present status of separate valence quark com-
ponents,xuy(Xx) and xdy(X), is summarized in Figl7.a and Fig.17.b. As noted inMishra and
Sciulli, 1989 while there is general agreement xu,(X) between the muon experiment (EMC)

and neutrino experiments (WA21, WA25, and CDHS), there is a distinct discrepancy in the shape
of xdy(x). The precise reason for the discrepancy is not known. Itis hoped that the recent muon ex-
periment data by the BCDMS and NMC collaborations on hydrogen and deuterium might resolve
this experimental conflict.

c. Valence Quark Densities in an Isoscalar Target The valence quark density for an isoscalar
target (i.e., the average of neutron and proton), which is the non-singlet structure fufes{anQ?),

is much more accurately determined in high statistics neutrino experiments. The CCFR collabo-
ration Mishraet al, 1992 has presented new measurements Bg(x, Q?). These are compared

with the CDHSW dataRergeet al, 1997 in Fig. 18. TheQ?-averaged ratio of the CDHSW to the
CCFR values ok F3 are plotted as a function of The figure illustrates that within the systematic
error of the overall normalization:(2.5% — 3%) the two measurements)df; are in agreement.
There are, however, fierences in th€?-dependence at a giverbetween the two data sets. This

has important ramifications for the test of scaling violatiow Fy(x, Q%) as discussed below.
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Figure 17: Valence quark densitidéishra and Sciulli, 1989n a proton: (a)xu,, (b) xd, as a
function of x. The data are from EMC (European Muon Collaboratichl{ert et al, 1987),
WA21 Joneset al, 1989 WA25 ((Allasia et al, 1984, 1985), and CDHS (CERN, Dortmund,
Heidelberg, Saclay;Abramowiczet al,, 1984). The solid curve is the parametrization of Miorf

and Tung (1991).
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Figure 18: The ratio oxF3 from CDHSW (CERN, Dortmund, Heidelberg, Saclay, Wars&erge
et al, 199J) to xFs from CCFR (Chicago, Columbia, Fermilab, Rochestitisfiraet al., 1992),

with Q% > 1 Ge\#, as a function ok with statistical errors only.
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d. Antiquark Densities in an Isoscalar Target The antiquark densities as measured in light
targets by three étierent groups, WA21, WA25, and CDHS, are in agreement as shown id%ig.
(for details seéMlishra and Sciulli, 198 The new high statistics measuremengfx, Q?) mea-
sured in the Fe target by the CCFR collaboratibhspraet al, 1992 is shown in Fig.20. The
data show thaxg(x) # 0 up tox < 0.40.

xfd(x)+s (x)

0 WAZ1: Hp: Q%=6.5 Gev?
i WAZE: Dy QP=11, GeV®
i CDHS: Hy: R%=15. GV’

0.10

=315 ()

Figure 19: The antiquark componeévitshra and Sciulli, 198%f the proton as measured by three
neutrino experiments. The three sets of CERN data are from WAGé<t al., 1989 WA25 ((Al-
lasiaet al, 1984, 1985), and and CDHS (CERN, Dortmund, Heidelberg, Sacklyrgmowiczet
al., 19849). The solid curve is the parametrization of Mioriind Tung (1991).

e. Strange Quark Content of an Isoscalar Nucleon SeaNeutrino-induced opposite sign dimuons,
w u*, offer the most promising measurement of the strange quark cosrs(x)] of the nu-
cleon sea. In addition, these events permit determination of the electroweak pararge(dre
Kobayashi-Maskawa matrix element: this is the only direct determination of this parameter), and
m. (the mass parameter of the charm quark: this is precisely the parameter which at present limits
the precision of siféy determination in-N scattering). The CDHSApramowiczet al., 1982
and CCFR I(anget al, 1987 Foudaset al,, 1990 leading order analyses agree in their determi-
nation of the fractional strangeness content of the nucleorkse&¢/(u + d)); the average of the
two measurements is:

k =052+ 0.07 (6.30)

A noteworthy feature of the CCFR data (déeudaset al,, 1990 is that the measures(x) [S(X)]

is somewhat softer than the non-strange sea (obtained from the single muon CC events). This is
illustrated in Fig.21. Two new developments are underway: (a) CCFR has quadrupled its sample
of u*u~ events by including data from two separate runs (FNAL E744 and E770), and by imposing
a softer muon momentum cut on the second mugn % 4 GeV); (b) It has been shown that,
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Figure 20: The antiquark component of a nucleon measured in an isoscalar taFggtkly the
CCFR (Chicago, Columbia, Fermilab, Rochester) collaboraktiishra et al, 1992 q(x) as a
function of x is shown for two values of?: 3 Ge\? and 5 GeV.

within the perturbative QCD framework, it is necessary to perform the analysis at least tagrder
to achieve consistencyivazis, Olness, and Tung, 1900t is hoped that these developments may
help answer the question: is the strangedigarentfrom the non-strange sea?

2. Evolution

Within the framework of DIS scattering described in Section 4 there are elegant and unambigu-
ous QCD predictions that can be verified experimentally. In DIS there is no fragmentation uncer-
tainty since one deals with inclusive final state hadrons; the scale, which is the four-momentum
transferQ?, is well defined; the higher order corrections are small and the scaling violations are
well described by the evolution equatioddtérelli and Parisi, 197) Also the measurements yield
structure functions at fferent values ok and Q?, and thus fiord a system of tests of evolution
(Section3.).

Among the elegant predictions of perturbative QCD are slopes of structure functions with re-
spect toQ? as a function ok and the absolute magnitude and dependen&ofQ?) = o /ot on
x andQ?. Below we examine the status of these tests.

a. Measurements ofR(x, Q%) versus QCD The R parameter of deeply inelastic scattering is

defined as the ratio of the absorption cross section of the longitudinally to transversely polarized

virtual bosonR(x, Q%) = o /o7, and is related to the structure functidas andF, as:
oL F2 - 2XF1 _ F|_

R: — = = .
OR 2XF1 2XF1

(6.31)
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Figure 21: The strange-sea component of the nucleon meaSatethet al, 1990by analyzing
the CCFR (Chicago, Columbia, Fermilab, Rochestgr)andy,-induced opposite-sign dimuons.
The s(x) ands(x) are compared to the nonstrarg(&) obtained from ordinary single-muon events.

To illustrate the “shape fierence,” the totaf(x) are normalized to the respective strange-sea
distribution.

whereF_ is the longitudinal structure function, and the other symbols have their usual meaning
(Mishra and Sciulli, 198p Perturbative QCD predicts the magnitudeRoand its dependence

on x and Q? (due to gluon radiation and quark pair production) to Bé&arelli and Martinelli,

1978 Gluck and Reya, 19798

2 2 1 d 8
Rx @) = 25T g[gm A+ aia-Hece @) 632

wheref is the number of flavors if the incident lepton is a neutrino, and the sum of the squares of
quark charges if the incident lepton is a muon or an electégn;Q?) is the gluon structure func-

tion. Numerous experiments have meastReéd Q%) and claimed consistency with the theoretical
prediction. Nevertheless, from recent measurements at SDaSUet al., 1988 Whitlow et al.,

1990 and a simple model for higher twisffects, it is argued iMishra and Sciulli, 199Qhat

the present cumulative deeply inelastic scattering data@rsistentvith but do not demonstrate

R = Rocp- Precise measurementsRi(fx, Q%) at suficiently highQ? (e.g. Q% > 10— 15 (GeV/c)?)

in next generation deeply inelastic experimemssfira, 1990aGuyotet al,, 1989 will provide a
compelling test of perturbative QCD.

b. Evolution of Non-singlet Structure Function In the DIS scheme, we can combine
Egs. 6.1), (6.2 and Eq. 6.10 to find evolution equations for the singlet and nonsinglet func-
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tionsF$> andF{M?,

dEMS) (x, Q2 1
%QZQ) ) f Pz adF9(C, Q) dz (6.33)
dF(x, @ 1

_ﬁﬁagl :‘ﬁ[Rﬂl%ﬁf%;Q%+Pm@aJ%m€Jf)dz

(6.34)

where theP;; are the usual evolution kernels, given at one loop Ed)(Thus in the DIS scheme,

the non-singlet (NS) evolution &, involves only the structure function itself, the known splitting
function, andas. The singlet (S) equation is coupled with that of the gluons and is hence less
directly related to experiment. An analysis of the kernels shows, however, that the sk‘-)ﬁéisf
expected (at leading order) to pass through zero at abeud.1, as shown in Fig22.
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Figure 22: The logarithmic slopes a&f3; for the CDHSW data (CERN, Dortmund, Heidelberg,
Saclay, Warsaw;Rergeet al., 1991)) and CCFR data (Chicago, Columbia, Fermilab, Rochester;
(Quintaset al, 1993): (a) Q> > 1 GeV\?,; (b) Q%> > 5 Ge\2. Only statistical errors are shown. The
curves forQ? > 5 Ge\# are QCD predictions for various values®écp.

In a manner similar t&%>, the evolution equation fotF; can be written in the form

dl ’
o) = e @ux ). (6.35)

The termy/(x, Q%) involves an integral ok Fs(z Q%) for z > x; the integral is evaluated using

the known splitting function & (which has been calculated to next-to-leading order). Thus, the
only unknown on the right hand side of the above equation is the strong coupling constant: the
logarithmic slope ok F; is proportional taxs at eachx.
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Neutrino experiments on heavy targets can perform this test with the non-singlet structure
function, x F;. The high statistics CDHSW dat&érgeet al, 1991 do not agree well with the
predicted dependence of the scaling violationpalthough the authors state that the discrepan-
cies are within their systematic errors. Previous CCFR data lacked the statistical powfer & o
conclusive test@Iltmanet al, 1992. The recent CCFR non-singlet data show an evolution con-
sistent with the pQCD prediction, and provides an accurate determinatien(Gfuintaset al.,

1993 Quintas, 1999

Measurements of the scaling violations are sensitive to miscalibrations of either the hadron or
muon energies. For example, a 1% miscalibration can cause a 50 MeV mismeasuremgiy, of
but hadron and muon errors enter with opposite signs. Thus if both hadron and muon energies were
in error by the same amount, the errorAgcp would be small. Therefore, while it is important
that the hadron and muon energy calibrations and resolution functions be well known, it is crucial
that the energy scales be cross-calibrated to minimize energy uncertainty as a source of error.

Figure23shows that the CCFR data have an evolutior i6f consistent with the pQCD predic-
tion. The pQCD prediction is a next-to-leading order (NLO) calculation in the modified minimal
subtraction f1S) scheme. AQ? > 15 (GeV/c)? cut was applied to eliminate the non-perturbative
region, and anothex < 0.7 cut to remove the highest bin (where resolution corrections are
sensitive to Fermi motion). The best QCD fits to the data were obtained as illustrated in the figure.
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Figure 23: ThexF; data from the CCFR (Chicago, Columbia, Fermilab, Rochester) collaboration
Quintaset al., 1993 and the best next-to-leading-order QCD fit. Cut€éf> 5 Ge\? andx < 0.7
were applied for a next-to-leading-order fit including target mass corrections.

c. Determination of Agcp A good visual representation of structure function evolution com-
pares the magnitude of tl@@?>-dependence of the data in eachin with the dependence predicted
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by the fit. This is shown by plotting the “slopesz (dInx Fs;/dIn Q%) as a function ofx. Fig-

ure24 shows the CCFR data along with the curve through the points predicted by the theory. More
specifically the values shown in Fig4 result from power law fits to both data and theory over
the Q? range of the data. The logarithmic slopes of the data agree well with the QCD prediction
throughout the entirg-range. This observation is independent of calibration adjustments within
reasonable limits. At lowk values the data agree well with predictions independent of the value of
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Figure 24: The slopes ofF; (= dIn xF5/d In Q?) for the CCFR data (Chicago, Columbia, Fermi-
lab, Rochester collaboratiorQ(intaset al,, 1993) are shown in circles. The curve is a prediction
from perturbative QCD with target mass corrections. The slope& fqsquares) in the region
X > 0.4 are also shown (witk values shifted by2% for clarity).

The value ofAqcp resulting from the fit tox F; data is 179 36 MeV, with ay? of 53.5
for 53 degrees of freedomy{ = 53.5/53). Varying theQ? cuts does not significantly change
Aqcp; for @ > 10 (GeV/c)?, the best fit gives\qcp = 171+ 32 MeV (y? = 66.4/63); and for
Q? > 5 (GeV/c)?, Agcp = 170+ 31 MeV (y? = 83.8/80).

More precise determinations Afcp from the non-singlet evolution is obtained by substituting
F, for x F; at large values of. The evolution of, should conform to that of a non-singlet structure
function in a regionx > X, SO long as« is large enough that thefects of antiquarks, gluons,
and the longitudinal structure function are negligible ortevolution. The “best” value afocp
from non-singlet evolution is obtained by substitutirgfor x F; for x > 0.5. (The slopes foF,
in this region are also shown in Fig7.) This non-singlet fit yields:

Aocp = 210+ 28 MeV for Q% > 15(GeV/c)>. (6.36)
Q

Varying thex.,: from 0.5 to 0.4 does not significantly changgcp; the above substitution yields,
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Aqcp = 216+ 25 MeV with good fit. Using 2 F; instead off, in this fit changes\qcp by +1
MeV.

d. Evolution of Singlet Structure Function We note (for details sedishra and Sciulli, 198p
that there were some experimental conflictd=prevolution: whereas the BCDMS data showed
lovely agreement with the theory (see Fith and Fig.26), the EMC and the CDHSW data on
F,-slopes were steeper than the prediction (Bigand Fig.28). The CCFR data of, show an
evolution consistent with the pQCD. Figur29 and 30 illustrate this consistency. It should be
noted, however, that for thié, evolution the functional form of the&-dependence of the gluons
must be assumed, and its gb@ent must be determined from the data.

We point out that, assuming the QCD evolution is unequivocally verified in the non-singlet
evolution, the singlet evolution permits the extraction of the gluon structure function. In neutrino
experimentsthe simultaneous evolution of end x i3 permits a very powerful constraint on the
gluon degrees of freedond({tmanet al.,, 1992.

G. Status of DIS Sum Rules
1. Introduction

The invariant structure functions which parameterize the deeply inelastic scattering cross sec-
tion are related to the densities of quarks constituting the nucleon by the Quark Parton Model
(QPM)(Sectionlll.). Quark Parton Model sum rules are thus consistency conditions that relate
appropriate integrals of measured quark densities to the total number and charges of the con-
stituent quarks. In the following, we review from a phenomenological perspective the sum rules
and the experimental challenges and tests of certain important sum rules in DIS exper8uoents (
ulli, 1986; Mishra and Sciulli, 198§". Sum rules establish relationships among the total integrated
guark and antiquark densities. For simplicity, we consider the contributions of the first generation
guark densities. (Higher generation quark densities generally cancel in the sum rules.) If we denote
the total u-quark and d-quark densities by:

1
Up:L u(x)dx,
Dp:fld(x)dx, (6.37)
0

it follows from isospin invariance that the total density of the u-quark in the proton must be equal
to the total density of the d-quark in the neutron:

U = Upy=D,

D = Dp = Un

27 For a historical perspective of the DIS experiments,3&aelli, 1991
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Figure 25: The BCDMS (Bologna, CERN, Dubna, Munich, Saclay) collaborat®@pMS Col-
laboration, 19871 1987b) measurement of the logarithmic derivativeFgfwith respect toQ?

(dlog F,»/dlog @?) as a function ofk with hydrogen (solid symbols) and carbon (open symbols).
The best next-to-leading-order QCD nonsinglet fits to these data are also shown. It is assumed that
for x > 0.25 theF, data essentially evolve as nonsinglets. The figure is fidisl{ra and Sciulli,

1989.
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BCDMS Singlet Fit for Hp
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Figure 26: The singlet evolution of the singlet BCDMS measurement (Bologna, CERN, Dubna,

Munich, Saclay; BCDMS Collaboration, 1987%a1987b) ofF, in a hydrogen target. Thefect
of gluons, prominent at low, is shown by the hatched region between the singlet (solid) and

nonsinglet (dotted) QCD fits. The figure is froMighra and Sciulli, 198p
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() EMC: Fo(Fe):@°>10 GeV®
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Figure 27: The EMC measurement of the logarithmic derivativeFgfwith respect toQ?
(dlogF,/dlog@?) as a function ofx with iron target. Also shown is the the next-to-leading-
order QCD curve with typical value dfqcp as analyzed by the BCDMS collaboration (Bologna,
CERN, Dubna, Munich, SaclayBCDMS Collaboration, 1987. The figure is fromflishra and

Sciulli, 1989.
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Figure 28: The CDHSW measurement (CERN, Dortmund, Heidelberg, Saclay, WaBsage¢t

al., 1999) of the logarithmic derivative oF, with respect taQ? (dlog F,/dlog Q?) as a function
of x with iron target. Also shown is the the next-to-leading-order QCD curve with typical value
of Aqcp as analyzed by the BCDMS collaboration (Bologna, CERN, Dubna, Munich, Saclay;

(BCDMS Collaboration, 1987k. The figure is from {ishra and Sciulli, 198p
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Figure 29: TheF, data of the CCFR collaboration (Chicago, Columbia, Fermilab, Rochester;
(Quintaset al, 1993) and the best next-to-leading-order QCD fit. CutsQ3f> 5 (GeV/c)? and
x < 0.7 were applied for a next-to-leading-order fit including target mass corrections.
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Figure 30: The slopes d¥%, (= dlog xF,/dlog Q?) for the CCFR data (Chicago, Columbia, Fer-
milab, Rochester;(uintaset al, 1993), shown as squares. The curve is a prediction from pertur-

bative QCD.
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U = U,=
D = Dy-

Dn
Up. (6.38)

The above simple relationships follow directly from the assigned baryon and isospin quantum
numbers of the nucleon, and no violation of these relations have been reported to date.

The experimental challenges in precision tests of QPM sum rule predictions spring from two
sources:

(1) Low-x Region: The experiments measure momentum densities of the partonzg(x);
the sum rules involve integration over the number of quarks. The sums are thus obtained by
integrating over the measured momentum denstiesled by x, which weights the lowx
region heavily. A good experimental resolution and a good understanding of the resolution
functions of the measured quantities in the Iewegion are necessary for accurate tests.

(2) Relative Normalization: Sum rules involvefidirences of structure functions or cross-sections.
The relative normalization between relevant cross-sections, therefore, must be accurately
measured. Furthermore, as can be seen bel@kgreinces often must vanishyat 0, or the
sum rule will become divergent. This imposes an additional emphasis upon measuring the
relative normalization well.

2. Gross-Llewellyn Smith Sum Rule

The Gross-Llewellyn Smith (GLS) sum rule is the most accurately tested of sum rules. The
GLS sum rule predicts that the number of valence quarks in a nucleon, up taJfnitarections,
is three Gross and Llewellyn-Smith, 1968ég, 1979. It involves an integration over the non-
singlet neutrino structure functior F3(x, Q%)/x, which is obtained by subtracting the antineutrino
differential cross section on an isoscalar target from the corresponding neutrino cross section. In
the QPM, the GLS sum rule is:

Lx PN _ _
sGLS:f 3 dx=(U-U)+(D-D)=3. (6.39)
o 2X

To verify this result, see Eq3(44), recall that-" = FW™ for h = p, nand use isospin invariance,
Eq. 6.39. The integrand of the sum rule is the d@dgient of 1- (1 — y)? in the diference of the
two differential cross sections.

The dfects of scaling violations modify this sum rule. Perturbative QCD predicts a calculable
deviation of the GLS sum rule from 3. In next-to-leading or&y,s is given by:

N

_ tx F _ QS(QZ) G _
SGLS_fo ™ dx_S{l— - +@+O(Q 4)}. (6.40)

The QPM relates the parity violating structure functigrs, to the valence quark density of the
nucleon, and the sum rule follows. The second term in the equation corresponds to the known
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perturbative QCD correction, while the third term corresponds to an estimate of power suppressed
(twist-4) contribution to the sum ruldijfma, 1983. Using perturbative QCD witiAgcp = 200
MeV the sum rule therefore predicg s = 2.66 atQ? = 3 (GeV/c)?. The orderas result may
be derived frorrcqu) in Eq. (6.6). This computation is greatly simplified by using the fact that the
integral from O to 1 of a plus distribution vanishes.

Due to the Ixweighting in the integrand, the smalfegion < 0.1) is particularly important;
90% of the integral comes from the regian< 0.1. It follows that the most important issues
to assure small systematic errors are (a) accurate determination of the muon direction; and (b)
accurate determination of the relatives flux. Sincex F; is obtained from the dlierence ofv and
y cross-sections, small relative normalization errors can become magnified by the weighting in the
integral. The absolute normalization uses an average\b€ross-section measurements.

As an example, in the CCFR measurementSgfs, the values ofx F; are interpolated or
extrapolated tdQ3 = 3 (GeV/c)?, which is approximately the mea@? of the data in thex-bin
which contributes most heavily to the integral. The resultirkg is then fit to a function of the
form f(x) = AX(1 - X)° (b > 0). The integral of the fit weighted by/% gives Sg;s. The
estimated systematic error due to fitting 8g s is +0.040. The dominant systematic error of the
measurement comes from the uncertainty in determining the absolute level of the flux, 2.2%. The
other two systematic errors are 1.5% from uncertainties in relative flux measurement and 1%
from uncertainties in muon energy calibration. The reported CCFR valui#sferis (Leunget al,
1993 Leung, 199):

1 XFVN
SaLs = f 2; dx =250+ 0.018( stat.}x 0.078( syst.) (6.41)
X

The theoretical prediction @g_s, for the measured = 213+ 50 MeV from the evolution of the
non-singlet structure function, is6b + 0.04 (see Eq.4.40). The prediction, assuming negligible
contributions from higher twistfeects, target mass correctiondighra, 1990b summarized in
Brock, Brown, Corcoran, and Montgomery, 19%nhd higher order QCD corrections, is within
1.8 standard deviations of the measurement. The current staBggHmeasurements is shown in
Fig. 31

The 3% accuracy of the GLS sum rule@t = 3 Ge\? raises theoretical concerns on nonlead-
ing contributions, which are discussedijima, 1983andShuryak and Vainshtein, 1981

3. Adler Sum Rule

The Adler sum rule predicts the integratedtelience between neutrino-neutron and neutrino-
proton structure functions. Unlike the GLS sum rule, this sum rule is expected to be exact for the
leading twist term; that is, there are expected to be no perturbative corrections with higher powers
of as. This is because its derivation relies on commutators of currents. It sfatks,(1969

1 (an _ F;D)
Sa = fo =1, (6.42)
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Figure 31: The world status of the Gross-Llewellyn Smith sum-rule measurement, as summa-
rized by the CCFR collaboration (Chicago, Columbia, Fermilab, Rochektnget al, 1993).

The other data are from CDHS (CERN, Dortmund, Heidelberg, Saclay; de @&rabj 1979),
CHARM (CERN, Hamburg, Amsterdam, Rome, Moscow; Bergshal, 1983), CCFRR (Cal-

tech, Columbia, Fermilab, Rochester, Rockefeller; MacFamhak, 1984), WA25 (Allasiaet al,,

1984, 1985), and CCFR-NBB (NBB- narrow-band beam(Jltmanet al, 1992).

The vanishing of the one-loop correction3q follows immediately from the fact theﬁg"“)(x)/x
in Eq. (6.6) is a plus distribution. In terms of the total number of u- and d-quarks, the sum rule
implies (see Eq.3.42):

Sa

1
fo [8(3) + Tn(X) — dp(x) — Tp()] dx

= Dh+U,-Dy,-U,
= (U-U)-(D-D) (6.43)

The prediction follows from the last equation.

The WA25 (BEBC) collaborationAllasia et al., 1984 Allasia et al, 1985 has used neu-
trino data on a light target to obtain this sum rule. Their measurement, averaged oveF k
40 (GeV/c)? and assuming the Callan-Gross relation, yields:

Sa = 1.01+0.08 (stat. )+ 0.18 (syst.) (6.44)

which is consistent with the prediction at the 20% level. Figiitpresents the WA25 measurement
of Sx at variousQ? cuts. It should be pointed out however that the WA25 collaboration used a
value for the totabN cross section which is lower than the current consistent valueBlseéreet

al., 1983 Bergeet al, 1987. The central value of the sum rule, therefore, should be adjusted:
Sp =1.08+0.08+0.18.
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Figure 32: The WA25 measuremenf(@sia et al, 1984, 1985) of the Adler sum rule with
variousQ? cuts.

The Adler sum rule is particularly fficult to test accurately. Obtaining statistically accurate
neutrino data on a light target would require a very intense neutrino beam; goodrselution,
and accurate relative normalization between proton and neutron (deuterium) targets impose ad-
ditional constraints. No newfl®rt is in view to improve upon the present 20% measurement of
SA.

4. Gottfried Sum Rule

The Gottfried sum rule is the “Adler sum rule analogue” for charged lepton probes. The sum
rule involves the dterence offF, measured in proton and neutron targets using a muon beam
(Gottfried, 1967:

1 F#p _ F.Un 1
Sg = f %dx: 3+ correction (6.45)
0

As in the case of the Adler sum rule, it is instructive to express this sum rule in terms of contribu-
tions (integrals) from individual quark densities (see By39)):

Sg = % |4y + Up) + (Dp + Dy) = 4(Un + Uy) - (D + Dy)|
- Jlu+D)-+D)]. (6.46)

There are no one-loop corrections from the Wilsonftoents of Eq. §.6). If oneassumegMishra
and Sciulli, 1983that the total number of anti-up and anti-down quarks inside a proton is the same,
i.e, U = D, then the sum rule predicts a value ¢81
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The corrections to the Gottfried sum rule come both from higher order perturbative corrections
and from violations of the assumption tAat= D.

It is the assumptioty = D inside the proton that is seriously impugned by the recent NMC
measurement dbg (NMC, 199]). Before discussing the experiment, let us analyze the of contri-
bution of various quark species 8.

When written in terms of u- and d-quark contributions, this is the first sum rule where the
contributions of quark and anti-quark of the same tyoel — for all other sum rules, Gross-
Llewellyn Smith, Adler, Bjorken, the contribution of say u-quark and antiqsaiiract

There is naa priori reason to believe that the total numbefidfe the same akinside a proton.
That the proton has 2 valence u-quarks, and 1 valence d-quark implies that the numbgraifs.-
will be less than the corresponding number a @gairs in the nucleon sea — the suppression of
u-quarks in the sea will be due to the exclusion principleeld and Feynman, 197.7 Isospin
symmetry does not predict equality. Use of the Adler sum rule €43, however, enableS¢ to
be cast in the form:

sG::%ku4m—a>im+§RU—Bﬂ

= %+§KU-B”. (6.47)

In addition, there is a small violation &; = 1/3 caused by perturbation theory. Uf = D
at some initialQg, then the one-loop Altarelli-Parisi evolution does not alter this. The one-loop
Wilson codticient does not give a correction to the sum rule: the calculation is the same as for the
Adler sum rule. But graphs of orde£ generate both a Wilson cfigient that corrects the sum
rule and an evolution that generates a nonzero value ferD. Ross and Sachrajda, 1938owed
that this défect is numerically small.

If U < D, then it follows thatS¢ < (1/3). This was found by the NMQ\MC, 1991). Prior to
these data, earlier measurement lacked precision in the criticat tegion to provide a conclusive
test of the sum rule. Th8g measurements by the SLABd¢deket al, 1973, EMC (Aubertet
al., 1987, and BCDMS BCDMS Collaboration, 1990a8BCDMS Collaboration, 1990bgroups
were all consistent with the naive prediction of)Lwithin their large errors (typically 20%). The
earlier measurements, however, did show consistently a central vale tbfit was lower than
the prediction. The NMC experiment had the commensurate statistics and resolution in the low-
region enabling them to measure wéngg ratio down to small values of (Allasia et al., 1990.

Using this measured ratio, and the world-averagé gbeuterium), they obtainell — F:

1-F)/F®

FP? — F? = 2F,(Deuterium)x ——=—=.
2~ F2 = 2R ) 1+Fy/Fp

(6.48)

The NMC measurement ofFf — FJ) dark-symbols (right-scale), and that of the corresponding
integral,f(Fg - F})dx as open-symbols (left-scale) are shown in Bg. as a function ok. The
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“circles” and “triangles” are two distinct methods of obtaining these data; their agreement reveals
consistency. The lowest measupetdin was 0.004; and over the measuxedkgion, they reported:

1 (ng _ F.lztn)
Sg = f fdx: 0.227+ 0.007+ 0.014 for Q004 < x < 0.8. (6.49)
0

The measurea-dependence, just like that &fF; in the GLS measurement, is consistent with a
power-law fit inx. This fit could be extrapolated to the unmeasured regionkalow 0.004. The

corrected sum rule is:
Sc =0.240+ 0.016 for 0< x < 1. (6.50)

This precise measurement 8¢ is more than five-standard deviations higher than the naive pre-
diction of 1/3.

H 2
HL 0 = 4GeV 1ot

01 : ot s t_ 0.05

Figure 33: The measurement of the New Muon CollaboraliMC, 1991 dark symbols and the
right scale,F} — FJ as a function ofx; open symbols and left scale, the integﬁFS - FJ)dx
leading to the Gottfried sum rule. The circles and triangles represent t¥eyeatit methods of
extraction.

The discrepancy has engendered a lot of interest. Some authors have postulated large asymme-
try in the nucleon seaPfeparata, Ratdlie, and Séer, 199); others have attributed the cause of
disagreement to extrapolation to the unmeasured regigiiMartin, Stirling, and Roberts, 19%0
Eichtenet al, (Eichten, Hinchlite, and Quigg, 199Zichten, Hinchlife, and Quigg, 1993have
interpreted this discrepancy as due to higher-twiigtats involving the coherent coupling of quarks
to pions. That there is an asymmetry in u- versus d-sea in the proton is not surprising; perhaps the
startling feature is the possible magnitude of the asymmetry.
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5. Bjorken Sum Rule

Polarized hard scattering is a rich subject, with many recent developthar&se we discuss
the extra structure functions that exist in polarized deeply inelastic scattering. For a spin half
target, there are two polarized structure functiansandg,. QCD predicts tha), is higher twist
and therefore gives a small contribution to the cross section. The only measurements to date are of
0:: for polarized protons at SLAGNguardet al,, 1979 Baumet al,, 1983 and by EMC Ashman
et al, 1988 Ashmanet al, 1989, and recently for polarized deuterium by SMSp{n Muon
Collaboration, 1998 Data on polarizedHe has been obtained by the E142 experiment at SLAC
(Anthonyet al,, 1993. New data on polarized protons has been reported b8th&, 1994 In the
near future more data will come from experiments at SLAC and from the SMC.

Consider the scattering of polarized muons (or electrofig) polarized nucleon, with the axis
of the polarization being the collision axis. We tef1?7) (o(Tl)) be the cross section when the
target polarization is parallel (antiparallel) to the beam polarization. Then

(1) (1)) €
dxdy - 21 Q?

where we have dropped terms that are suppressed by a pow@rinfthe Bjorken limit. The
perturbative QCD prediction fag; is

(1-Yy/2)9:1(x, Q), (6.51)

6:(x Q) = 5 3" €] - 9}) + Ofas) (6.52)
f

where theO(as) and O(e?) corrections are knowrKpdairaet al, 1979 Kodaira, 1980 Zijlstra
and van Neerven, 199.4Here,¢1 (qbb represents the number density of partons of flaveinat
are polarized parallel (antiparallel) to the initial hadron.

The Bjorken sum ruleRjorken, 1966 Bjorken, 1970 relates the dierence betweeg, for the
proton and neutron to the nucleon vector and axial vector coupiingadga

Sg;j

1
717 = | o0 - 0f09] ox
_1ga s 2
= 5o, (17 +OwD)
— 0.191+0.002 (6.53)

whererl'; denotes the first moment gf. The Wilson coéicient has been calculated to order
by Larin and Vermaseren, 199The sum rule arises because the first moment of a polarized quark
density plus the antiquark density is the expectation value of an axial current operator:

1 —
Af = fo [¢} — b1 + ¢F— ¢Hldx = (Nlysy ysw1IN)/(2p"). (6.54)

28 References to recent work can be foundCiollins, Heppelmann, and Robinett, 198dd inBunceet al, 1992
See alsdHughes and Kuti, 1983
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The Bjorken sum rule is a firm prediction of QCD, since it rests on established perturbative
methods and on isospin invariance. It has been tested at low accur&gybyluon Collaboration,
1993 With the aid of the EMC resultshmanet al,, 1988 Ashmanet al., 1989

I'P(EMC) = 0.114+ 0.012(stat. )= 0.026(syst.) (6.55)
the SMC deuterium data give
['}(SMC) = —0.08 + 0.04(stat.)}+ 0.04(syst.) (6.56)

so that
Sgj(SMC) = 0.20 + 0.05(stat. )+ 0.05(syst.) (6.57)

in agreement with the theoretical prediction E§ 50

Ellis and J&e (Ellis and J&e, 1973 derived sum rules fog} andg; separately. Their critical
assumption was that the strange quarks in the nucleon are unpolarized, so that in the notation of
Eq. 6.54 As = 0. This hypothesis is plausible but it is by no means a prediction of QCD. In
addition, the derivation used flavor SU(3) symmetry to relate the nonsinglet matrix elements in the
operator product expansion to semi-leptonic decay rates of strange baryons; this is less accurate
than isospin invariance. Modern values then predishfnanet al., 1988 Ashmanet al.,, 1989

TP(EJ)= 0.189 0.005 I'}(EJ)= —0.002= 0.005 (6.58)

The EMC and SMC results, as shown in F84, violate the Ellis-J&e sum rules. For the
proton moment, the latest SMC valu&\C, 1993 is l“f = 0.136+0.011+0.011. For the neutron,
Spin Muon Collaboration, 199&portsI”} = —0.08 + 0.04 + 0.04, while Anthony et al., 1993
reportsl] = —0.022+ 0.011.

An analysis of the data available in mid-1993 was maddlig and Karliner, 1993 Since
some of the data are at rather I®f, they included an estimate of higher-twist correction by
Balitsky, Braun, and Koleshichenko, 19%ith the result that

Au = +0.80+0.04, Ad=-0.46+0.04 As=-0.13+0.04 (6.59)

Taken at face value, these numbers imply that the strange sea quarks have substantial polarization
and that the quarks carry a small fraction of the spin of the proton (ainead+As = 0.22+0.10).

It is possible to evade this conclusion: for example, one may question the direct identification
of the Af’s in Eq. (6.59 with spin fractions carried by quarks in a quark model wave function
(Efremov and Teryaev, 198&arlitz, Collins, and Mueller, 198&\Itarelli and Ross, 1988 Then
there could be a large spin asymmetry in the gluons. In any event, if the violation of the Ellis-
Jdte sum rule continues to be confirmed, then it implies some surprising features of the nucleon
wave function and of the associated nonperturbative physics. There is interesting work still to
be done Collins, Heppelmann, and Robinett, 19®unceet al, 1992 Hughes and Kuti, 1983
particularly in a flavor separation of the spin dependent parton densities.
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Figure 34: The EMC measuremekdéhmanet al., 1988of the spin structure function: squares and
the right scale, the protoxg{(x); diamonds and left scale, the integjagf(x)dx as a function of
X.
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VIl. Electroweak-Induced Hard Hadron-Hadron Cross Sections

The factorization program is fully realized in hadron-hadron cross sections. The underlying
hard scattering may be initiated by electroweak interactions, as in Drell-Yan or direct photon pro-
duction, or may be pure QCD processes, as in jet and heavy-quark production. In this section, we
discuss hard scattering corrections in the simplest electroweak processes.

A. Hard-Scattering Corrections in the Drell-Yan Cross Section;O(as) cor-
rections

The Drell-Yan process was introduced in SectionWe shall present the one-loop correction,
noting that the inclusive Drell-Yan cross section is probably the only realistic hadronic cross sec-
tion that is simple enough to present in detail. For definiteness, we limit ourselves to the purely
electromagnetic process.

The basic factorization theorem for the unpolarized cross section was introduced in Section
1. and illustrated in Figl2. Since the electromagnetic production of lepton pairs by a virtual
photon only involves lowest order QED, the angular dependen@eaind ¢ can be calculated
later. Although Eq. 4.39 holds for the double dlierential cross section, the generalization is
straightforward, and here we only consider the corrections to the sinfdeetttial cross section
do/d @ written in the form

do(r, ) ' ' '
o :;L dnAfo dnajc; dzo(r/nane — 2)

><¢a/A('7A,/l)Hab(Z, as(ﬂ))¢b/B(UB,ﬂ) , (7.1)

where the parton-parton cross sectldg, is evaluated at the scaled variaale: Q?/nangs, with
+v/sis the center of mass energy of the hadron-hadron system . The theoretical justification for this
result is analyzed i€ollins, Soper, and Sterman, 1989

The hard scattering cross sectidg, has a perturbative expansionagof the form

@
Ha = (HO + ZSHD 4 ). (7.2

In lowest order of perturbation theory, the only channel allowegl#sq — y*, whereq labels a
quark with charge&), and the photon is virtuaH© is therefore given by the parton-model (Born)
cross section. At higher order we proceed as in Seddofor DIS. The hard-scattering cross
section is independent of the nature of the external hadrons, so we can compute it frafr)Eq. (
by considering a particular case: namely we apply EdL) (to the parton-parton reaction. Then

the functionsp(7) measure the parton content of the external partons. In this case, the quantity on
the left-hand-side is anrdimensional scattering cross section which contains poles-ag). As

in DIS, perturbative expansions for the distributigfng enable us to solve for the hard scattering
functionsH.
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In O(as) we have to consider both the virtual corrections to this basic vertex diagram and the
gluon bremsstrahlung reaction+ q — y* + g. In addition there are new channels- g — q + y*
andq+ g — q+ y*. The latter reactions are very interesting from the experimental point of view,
because they make the cross section sensitive to the gluon density in the hadron.

The calculation of one-loop corrections proceeds much as for DIS. The cut graphs are shown
in Fig. 35. We recognize that they are the crossed versions of the diagrams for deeply inelastic
scattering.

~ ~
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Figure 35: Cut diagrams f@(as) corrections to the Drell-Yan cross section.

If we regularize the ultraviolet and infrared divergences by working éimensions, then all
pole terms cancel, apart from the collinear poles due to gluon radiation parallel to the directions of
the incoming quark and antiquark. As in the DIS cross section, Sebtidhis is the cancellation
of final state interactions, which is necessary for the factorization theoren Byjtq hold. The
remaining collinear divergences can be absorbed into the perturbative parton distributions, leaving
behind the hard-scattering function. To make this explicit, we expaidjiWith external partona
andb, to orderas, usingg{”/(x) = 6;6(1 - X) (Eq. (4.14). We find
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do © as do @

2 (T’ QZ’ 6) ;d_Qzab(T, QZ’ 6) =

dQ ab
(04
Hé%)(‘r, Q%) + ;s H;t)(r, Q%6
@s ' ) 0) 2
~—= )0 | gl OHR(r. Q)
c YXa

1
23 [ et e, MG Q). (7.3)
q Ve

Thus, to extract the one-loop hard scattering, we need the (regulated) one-loop cross section and
the (regulated) one-loop parton distributions, given in Seddofor the MS and DIS schemes.
Actually, becaus#!’? is nonzero only for quark-antiquark scattering, with (see Bdid)

2

H 1- 7.4
(2= f3N 7 9 -2. (7.4)
we only needs) = ¢&Landg) = ¢&) atthis level. As usual, we denote the number of colors by
N.
The explicit quark-antiquark cross section at one loop is given by
doe @ , Ana? jas\ Anud\e
( )sz rn.Q%e) = f3|\|q25(7)( Q? )
1
x{ - (2 - ve P + W0}, (7.5)

where (with/(2) = 7?/6, see Eq.5.9)
W) = §(1-XCe[2¢(2) - 4|

2
+ Ce[4D1(0) - 2(1+ ) In(L - X) - (1 +_X ) nx|. (7.6)
PS4 is the one-loop evolution kernel (splitting function) given in E8.7f, and we define
[ -2)
Din(2) = [?L . (7.7)

Note that we take = 2 — n/2. Other conventions, of course, change the formulas somewhat.
The other partonic reactian+ g — y + g, which starts aO(as), gives

o do @ Ara® jas\ Anu?\e
(22 g = Qi ()
x| = 52 e )P + W) (7.8)
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with
(1-x)?

1
Wig(¥) = Ce[(1 - 2x+2x%) In +5(@+2x- 33| (7.9)
where agairPy is the one-loop splitting function.
The determination of the one-loop hard scattering functions is now a simple matteMBbr *
distributions (Eqs.&.8) and 6.9), for instance), we use

la
Gam(X, €) = Sapd(1— X) — zﬁpgl/{,(x) +0(a?), (7.10)
in which the residues of the pole terms are the splitting functions. Substituting B6) into the
general expanded formula EQ..8), and comparing the results with Eq%.5) and (7.8), we find
simply,

MS(1) _ 1)

He = wi, (7.11)
MS(1) _ 1)

Heow = wid. (7.12)

For the DIS scheme, the parton distributions, E§<LY) and 6.12), are a bit more complicated,
because they have picked up various infrared safe corrections from the one-loop deeply inelastic
scattering cross section. The principles are the same, however, and we find in this SEhamai (

Ellis, and Martinelli, 1978 Altarelli, Ellis, and Martinelli, 1979 Kubar-Andé and Paige, 1979
Harada, Kaneko, and Sakai, 197®bad and Humpert, 197%Humpert and van Neerven 1981

H(%lsu) = CF{(l +Z2)D1(2) + 3Dg + (4%2 + 1)5(1 -2)-6- 42} ,
1 9 3
H%s(l) = ZL{(z2 +(1- z)Z)In(z— 2+ 522 -bz+ E} . (7.13)

Both Egs. .12 and (7.13 provide absolute predictions for the Drell-Yan cross section, when
combined with parton distributions in Eq7.(). It is important, of course, to use distributions
that have been determined in the corresponding scheme, usually from deeply inelastic scattering
(see Sectiornll.). As a practical matter, the hard scattering corrections at one loop turn out to
be substantial; sometimes as large as the zeroth order (parton model) cross section. This is the
theoretical side of the “K-factor” problem for Drell-Yan (see below). In Sectionve shall see
that the experimental situation is consistent with large perturbative corrections relative to the parton
model. Considerable progress has been made in understanding the origin of large corrections for
values ofr = Q?/s not too small Sterman, 1987Appell, Mackenzie, and Sterman, 1983atani
and Trentadue, 199Tontopanagos and Sterman, 199®arisi, 1980 Curci and Greco, 1980
Magnea and Sterman, 1990ut it is fair to say that the problem is not yet solved .
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B. Drell-Yan at Two Loops

Along with DIS, the inclusive Drell-Yan cross section has been fully analyzed at two loops
in a series of papers by van Neerven and his collaborators, in both the DIS scheme B8 the
schemeXZijlstra and van Neerven, 1997ijlstra and van Neerven, 1992an Neerven and Zijlstra,
1997, van Neerven and Zijlstra, 199Rlatsuura, van der Marck, and van Neerven, 1938tsuura,
Hamberg, and van Neerven, 19%amberg, van Neerven, and Matsuura, 1,99atsuura, 1989
Hamberg, 1991 The full results for the hard-scattering functions at two loops are quite lengthy;
but it is perhaps useful to exhibit here the full plus and delta-function distributions, as they occur
in the quark-antiquark two-loop hard scattering function:

H2SV () = ( = ) 5(1-2)

x{CACF“193 24{(3)]In( ) 11In2( )
e + 3@+ 2x(3)- B |+ cFZ[[ls—szg(Z)]lnz(ﬁ—i)
+| 2402) + 176(3) - 93]In(Q2) 8/(20 - 701(2) - 6O§(3)+511]

+nfCF[2In (322) 34|n(Q )+8{(3)— @)+ 127]}

e[ - e (Z) + | (2 - 1621202
~1289,2) |In ( Qz) - 190,@) + | 1972 32(2) | 4(2) + | 56(3)
+128(2) - 18] Do) | + G| [ 64D1(2) + 48D0(2) | In? (322)
+[ 192D,(2) + 96D1(2) - (128+ 64(2)Do(2) | In ( QZ)
+128D4(2) - (12&(2) + 256)D1(2) + 256(3)Do(@ |
G [ 8 Do(2) In? (322) +[ 20,2 - Loy(2) |In (3_22)
+%30,9) - 100,2) + (3 - 2e@)0@ |. (7.14)
To these results are added various smooth functions of the varaWle may note that it is only
in quark-antiquark scattering that distributions occur that are singuiae dt Note that there are

plus distributions up t@s(2).
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C. Drell-Yan Cross Sections: Experimental Review

The production of dileptons in high energy collisions has been a staple of all hadron machines
in the world for more than two decades. Lepton pairs in hadronic collisions were first observed
at Brookhaven by Lederman and his group (€&eistensoret al., 1973andLederman and Pope,

1971). See Fig.36 for the invariant mass spectrum of this original experiment. This early ex-
periment was conceived as a scheme for searching for the carrier of the charged weak process, the
intermediate vector boson (IVB). This technique has contributed greatly to the high energy physics
landscape, including: the discovery of two new quarks (more below), as a source of information on
parton distributions of the nucleon, as the essentially sole arbiter of parton distributions of mesons,
and as a benchmark for a host of naive parton model predictions as well as sophisticated QCD
calculations.

=A8+

M [Gevet]

Figure 36: Dimuon spectra from early BNL experimeln¢derman and Pope, 1971
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1. Massive Photon Production

The parton-model picture of the Drell Yan reaction has been described above in S2ction
In the collision of, say, two protons, a quark from one proton seeks out and annihilates with an
antiquark from the other proton to form a singl&-shell photon which subsequently converts into
the observable lepton pairs. The term “Drell-Yan” has been extended to include the production of
any spin-1 virtual particle produced by electroweak interactions.

a. General experimental techniques The choice of experimental technique depends on the
physics and the beam configuration. Because of the low cross section, and of the desirability for
high rate studies of a continuum cross section, fixed target experiments at the highest available en-
ergies or colliding beam experiments utilizing the highest possible luminosities are advantageous.
At Brookhaven, the original fixed target experiment with incident nucleon and pion beams was
utilized to produce dimuon pairs. At Fermilab, Brookhaven, and CERN, such experiments were
carried out for many years, only recently culminating with E605 at Fermilab. It was with electron
pairs, however, that the Brookhaven experiment discovered/thén a follow-up to the original
dimuon approach. Electrons were used with this double-arm spectrometer because of better mass
resolution (a few percent). For a review of this experiment,[Seg 1977

Simultaneous with the early fixed target experiments, the CERN ISR mounted experiments
using the collision of two proton beams in the center of mass. Presently, the tradition of high
energy colliding hadron beams is active with the final analysis of the CERN SPS facility and with
the ongoing Fermilab Tevatron program, both proton-antiproton colliding beam machines. This
tradition should be continued into the anticipated proton colliding beam facilities such as the LHC.

Because of the high intensities necessary, most fixed target experiments have concentrated on
muon final states. The production of background leptons from decays and of the “punchthrough”
of interaction and beam-related particles can be suppressed through the utilization of heavy hadron
absorbers directly downstream from the target. Muons traverse such dumps with ease and may
be momentum analyzed in a magnetic spectrometer, while electrons would be totally invisible.
The negative feature of such an approach is that the momentum resolution for muons is degraded
through multiple scattering (by about 15%). Large air-core, rather than iron, magnets have been
used to suppress this degradation. Colliding beam experiments are much cleaner in this regard
and have concentrated on the better resolution obtainable with electromagnetic calorimetry. Con-
sequently, early IVB production experiments, and the early ISR experiments were able to concen-
trate on electron final states, and key universality tests were performed in the early days. At the
highest energies, and in the forward direction, where backgrounds from decays are severe, electron
measurements are still superior, as generally iron toroids are utilized for muon analysis in these
regions. In either approach, mass resolution is important in order to distinguish the continuum
from the resonant dilepton states or, as is the case with the IVB experiments, to precisely measure
the mass of the decaying patrticle.

Among the notable achievements utilizing this technique of looking at dilepton final states are
the discovery of new quark species, determination of parton distributions, and the measurement of

125



the normalization of the cross section.

b. New quarks Production of dileptons have served well as the indicator fogtheesonant
states - the ‘onia’ of charm and beauty, in particular. Most recently, the technique was extended
to the highest energies and resulted in the discovery of the bottom quark resonarit’ stéxe,
course, the original discovery, at both SPEAR and Brookhaven, af/ih&as nearly scooped by

the original Drell-Yan Brookhaven experiment which missed the interpretation of a shoulder in the
invariant mass spectrum (Fig6). This story is one of the famous tales of high energy physics.

c. Nucleon distributions The earliest utility of continuum dilepton production was as an im-
portant test of the parton model and, with the acceptance of the parton model, determination of the
momentum distributions of the partons participating in the collision, especially the quark “sea”.

With incident proton beams, the parton distributions of the proton can be extracted in a man-
ner not dissimilar from the procedure in deeply inelastic scattering. Through the comparison of
incident proton and antiproton beams, NA3 at CERN was able to extract both the valence and sea
guark momentum content.

By parameterizing a scaling set of valence and sea distributions by shape parameters,

ux) = AX'(1-xP
d(x) 0.57u(x)
S(x) = C(1-x)
NA3 found (see&5rosso-Pilcher and Shochet, 1986e results in tabl&Il..1. For comparison, the

CDHS results from neutrino scattering are also shown as are the results of E288 from Fermilab,
which made DIS-inspired parameterizations of the valence distributions.

CDHS NA3 E288
a 0.51+0.07 0.6@0.08
By 2.38t0.09 3.520.14
Bs 8.0£0.7 9.0%0.30 7.620.08

TableVIl..1. Representative shape parameters for parton distributtartegrfoord, 1979

d. Pion distributions With incident pion beams and assumptions about the nucleon parton
distributions, NA3 also fit for the parton distributions of quarks inside a pion. Again, they param-
eterized the distributions with a form

V(X)) = Ax(1-xy
S(X) = Ag(l-x)Ps.

They founda =0.41+0.04 andB=0.95+0.05. More up-to-date fits to parton distributions also
employ Drell-Yan data (see Sectitx.).
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e. Scaling The parton model suggests that the cross section for lepton pairs of invariarmass
should scale as a function of the variabig;, = Q/ +/s. Figure37, reproduced fronGrosso-Pilcher
and Shochet, 198&hows a variety of data, over a moderate range/ef The scaling behavior

is reasonably demonstrated. The cross section below the Z ma&s-a630 GeV is determined

to beo = 405:51+84 pb by UA2 @litti et al, 19923. This is in rough agreement witB(a3)
calculations. CDF has also measured the integral cross section for electron pairs belowabe

(seeAbeet al, 19913.
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Figure 37: Scaling behavior of pion-nucleon Drell-Yan cross section. The figure isGrosso-
Pilcher and Shochet, 1986

f. The K-factor The fact that the normalization of the cross section in the parton mod#l is o
by substantial factors is consistent with theoretical results (see SécomableViIl..2 shows a
variety of experiments and their measuré&dfactor” — the correction required of the naive theory

to match the data.
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Group Beantarget cm Energy K

E288 pPt 274 1.7
E439 pW 27.4 1.60.3
CHFMNP P 44,63 1.60.2
AABCSY p/p 44,63 1.7
NA3 p/Pt 274 3.20.5+0.3
ES37 p/W 15.3 2.450.12+0.20
NA3 (p-p)/Pt 16.8 2.30.4
NA3 n/Pt 16.8 2.490.37
22.9 2.22:0.33
E326 /W 20.6 2.7@0.08:0.40
NA10 m/W 19.1 2.80.1
Goliath n/Be 16.8,18.1 2.5
Omega /W 8.7 2.6:0.5

TableVIl. .2. K Factors for dilepton experiment&(osso-Pilcher and Shochet, 1986

As can be seen, the discrepancy is typically large, a factor of 2 or more. As we have seen above,
however, even the lowest-order correction is quite large, at least in the DIS scheme,Kvkere

1+ 2ras/3 ~ 1.6 for as ~ 0.3, appropriate for pair masses of a few GeV. Clearly, concerns
about the usefulness of the perturbation series were understandable, until it was discovered that,
for the dominant vertex corrections, the series exponentiates for all orders. The series is then
expressible ak — e7/3 = 1.8 (Altarelli, Ellis, and Martinelli, 1979 Parisi, 198). That the

major part of the discrepancy is explained in this fashion is comforting, but the problem is not
fully solved. Nevertheless, considerable theoretical progress has been made recently to organize
the full set of relevant correctionS{erman, 1987Appell, Mackenzie, and Sterman, 19&3atani

and Trentadue, 199Contopanagos and Sterman, 1R9®ther sources of the discrepancy have

also been proposed. The contributions of very longgions, below the accessible data used for the
parameterizations, could be important since much of the cross section could still be “hidden” in that
region. Also, corrections for Fermi motion in the heavy targets and the pion parton distribution
shapes can be invoked. Most important, probably, is the uncertainty in the normalization of the
data, which could be in the tens of percent.

2. W and Z Production

While one of the original motivations for using dilepton final states was a search for the in-
termediate vector boson (IVB) of the conventional weak interaction, it was many years before its
discovery was realized. Now, the production of both W and Z bosons forms an important part of
the experimental program of all of the highest-energy colliders. The language used is that of the
original Drell-Yan prescription, with only electroweak modifications.

The importance of W and Z production is many-faceted. Primarily, the precise determination
the W mass is of utmost importance in the program of global electroweak parameter determination.
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The production of IVB plus hadronic jets serves as an important laboratory for QCD measure-

ments. The analysis of the V-A asymmetry in W decays is a sensitive measure of parton density
functions. Finally, the observation of W’s is among the clues for the uncovering of the top quark

(Abeet al, 1994.

a. General experimental techniques The three major detectors which have or will have im-
pact on the physics issues listed above are UA2 at CERN, CDF and DO at Fermilab. The UA2
and DO detectors feature precision calorimetry and no magnetic field measurement capability, save
for muons. CDF, on the other hand, has a central superconducting solenoidal field which aids in
electron identification (by comparing the calorimeter and momentum determination for the same
presumed electrons) and allows for muon momentum analysis without iron, except as a filter.

In most cases, precision mass determination experiments are done in the electron channel.
Only CDF, with its solenoidal field momentum determination for muons, is able to perform a
precise mass measurement, using muons uncompromised by multiple scattering errors inherent in
iron toroids. For UA2 and DO, only precision electromagnetic calorimetry is available.

UA2 has completed its runs, while CDF and DO are in the course of a long period of experi-
mentation at the Tevatron. The total data accumulated by UA2 wasiapt by CDF up to the
fall of 1992, about 5pb'. While it played the leading part in the initial IVB discovery, UA1 did
not have a significant role in the precision mass measurements.

Recent determinations from these experiments incléde et al, 1990 Abe et al,, 1991k
Alitti et al, 199Q Alitti et al, 1992h Zhu, 1993:

CDF my(e) = 7991+ 0.35+0.24+ 0.19GeV
my(u) = 7990+ 0.53+ 0.32+ 0.08GeV

UA2 my(e) = 80.35+ 0.33+0.17+ 0.81GeV
DO my(u) = 79.86+0.16+ 0.20+ 0.31GeV

Here, the first error is statistical, the second is systematic, and the third is the energy scale uncer-
tainty. For UA2, the quantity measured is the ratio of the W mass to that of the Z mass, thereby
canceling the scale uncertainly. They fim\W)/m(Z) = 0.8813+ 0.00336+ 0.0019. They extract

m(W) by scaling with the LEP value of(Z) = 91.175+0.021 GeV. The systematic errors for both
experiments are reallstatisticallylimited by the paucity of Z events.

b. Running of s The UA2 collaboration has expended considerafiierein a determination

of the strong couplingys. They determine, in a comparison\W+ 1 jet toW + 2 jet eventsgs =
0.123+0.018+0.017 (Ansariet al., 1988 Alitti etal, 1991h. Here, the first error is statistical, the
second is experimental systematic (including parton distributions). This result is very dependent
on Monte Carlo simulation and an independent determination of the parton densities required by
the Monte Carlo. The relatively small value @f observed at these high momentum scales is
evidence that the coupling is indeed asymptotically free (Se€tjon
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D. Direct Photons: Theory

In this section an overview of some of the relevant theoretical issues for direct photon produc-
tion will be presented. A more detailed review can be foun@wens, 1987As noted previously
(SectionE.), a calculation of direct photon production starts with the @@as) subprocesses
gq — yq (Compton) andjq — yg (annihilation). For large values of, these two subprocesses
provide the dominant contribution to direct photon production. The interplay between the two
contributions can be studied by comparing cross sections obtained with particle and antiparticle
beams. For example, the Compton subprocess dominafag éollisions for largexr, since the
antiquark distributions are small in this region. However, the annihilation term can be significant
in pp collisions, since th& andd distributions in the antiproton are the same asuthedd distri-
butions in the proton. Both of these subprocesses result in final states which consist ofpa high-
photon balanced approximately by a recoiling jet on the opposite side of the event. There will be
very little hadronic activity in the immediate region of the photon.

For typical fixed target experimenks is in the range of 0.2 to 0.6 and the above two subpro-
cesses provide the dominant mechanism for direct photon production. However, in colliding beam
experiments it is possible to get to smaller valuesqof For example, at/s = 1800 GeV pr =
18 GeV corresponds ta- = 0.02 Here one can encounter sizable contributions from bremsstrahlung
processes. In this class of processes, a quark- or gluon-initiated jet in the final state radiates a pho-
ton in the process of hadronization. This gives rise to events with substantial hadronic activity in
the general region of the produced photon. In the framework under discussion here, one can take
this contribution into account by using photon fragmentation functions. These give the probability
density for a quark or gluon to produce a photon which takes a fragtafrthe parent parton’s
momentum. The simplest form for these functions follows from a simple QED calculation which
yields

2D, q(z. @) = €51+ (1~ 2°]I(Q/A?), (7.15)

and
2D, 4(z. Q) = 0. (7.16)

HereQ represents a scale which is characteristic of the transverse momentum of the photon with
respect to the parent quark, which will typically be on the ordgrofThe quantityA serves as an
infrared cutdf — in typical leading-logarithm calculations it is usually set equal to the value cho-
sen for the QCD scale parametescp which appears i and in the scale-violating distribution
functions. It is possible to calculate QCD corrections to the fragmentation functions in7EDS. (

and (7.16 that result from gluon radiation by quarks and gluons and from the productiqg of
pairs from gluons. These may be found by using modified forms of the evolution equations for the
scale dependence of the parton distribution functions. A more detailed discussion of this proce-
dure, together with parameterizations of the resulting functions, can be fo@wens, 19871In
addition to these calculable parts, there is also the possibility of nonperturbative contributions to
the photon fragmentation functions. Generally, this type of term is thought to give rise to relatively
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soft photons, since their production would occur late in the parton shower and would represent a
long distance fect. Vector meson dominance is often used to model this component.

The bremsstrahlung contribution can be calculated using the general factorized cross section
Eq. 3.76 with all possible two-body quark-quark, quark-gluon, and gluon-gluon subprocesses
convoluted with appropriate distribution and fragmentation functions. Notice that the fragmenta-
tion function in Eq. .19 increases logarithmically with the scalg This feature remains true
for the QCD-corrected functions, as well. Thus, the fragmentation functions are formally of order
a/as. When convoluted with subprocess cross sections which are of efdsuch asyg — qq,
etc.,) one obtains a result which is of order.

The bremsstrahlung contribution fall$f anore rapidly inxy than do the other lowest order
contributions. Part of this is due to the extra convolutiorzi@nd part is due to what is called
thetrigger bias gfect The distribution functions tend to falfiofaster with increasing momentum
fraction than do the fragmentation functions. Thus, the mégtient way of getting a higipr
photon is to shift towards lowex in the distribution functions and higherin the fragmentation
function. This tends to force the photon to haeear one, where the fragmentation function is
smaller relative to its value in the lowregion. Hence, the bremsstrahlung contribution is largest in
the region of smalk; values typically explored at colliders. Often this contribution is suppressed
by the use of isolation cuts, which are required as part of the trigger in ordéidiesetly identify
photons. Thefects of such cuts can be modeled by modifying the fragmentation functions. When
higher-order &ects are included in the calculation some care must be used to define the isolation
cuts in a way which can be simulated in the theoretical calculation. These points are discussed, for
example, inBaer, Ohnemus, and Owens, 1%8tdBerger and Qiu, 1991

Two calculations oD(aa?) have been presented in the literature and corresponding computer
programs have been widely distributed.Aorenche, Douiri, Baier, Fontannaz, and StHi984
the inclusive invariant cross section was calculated and the integrations over the unobserved partons
were done analytically. This results in a relatively fast program, but one which can only calculate a
small number of observables. Baer, Ohnemus, and Owens, 198Monte-Carlo algorithm was
used for the required integrations, resulting in a program which could be used for a greater number
of observables, but at the cost of a larger amount of computer time.

One of the reasons for the high degree of interest in direct photon production is that the gluon
distribution enters it in lowest order. In deeply inelastic scattering the gluon distribution contributes
to the structure functions only in the next-to-leading order and to the slope Ftdependence
in leading order. Accordingly, deeply inelastic data are sensitive to the gluon distribution only in
the region of relatively small values &f where the gluon contribution is comparable to that from
the quarks. However, the direct photon data are sensitive to the gluon distribution at larger values
of x and the inclusion of such data into global fits can provide complementary informaweens
and Tung, 1992 Such fits have been done by a number of grodpsénche, Baier, Fontannaz,
Owens, and Werlen, 1988larriman, Martin, Roberts, and Stirling, 19%ottset al, 1993. The
resulting gluon distributions are thus constrained both at low and high values of

A process closely related to single photon production is the production of photon pairs. It
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forms a background to a possible Higgs boson signal in the intermediate mass range which covers
masses from about 80 to 160 GeV. A next-to-leading order Monte Carlo based program has been
presented irBailey, Ohnemus, and Owens, 19%hd the program has been made available. The
Monte Carlo nature of the program enables one to simulate fiieetg of various cuts. Thus,
predictions can be compared to current data and one can also study strategies for Higgs searches
and detector optimization. Séailey and Owens, 199fr an example and additional details.
Additional discussion and references to earlier work are contain€alnians, 1987and Bailey,
Ohnemus, and Owens, 1992

E. Direct Photon Production: Experiment

Direct photon production provides an excellent arena both for precision tests of QCD and for
measurements of gluon distribution functions. In this section, we concentrate on the backgrounds
to direct photon production and the experimental techniques used to extract the signal. There are
several reviews to which the reader is referred that examine these subjects in mord-debail (
and Molzon, 19840wens, 1987Huston, 1990Aurenche and Whalley, 1989

The 4-vector of a photon can, in general, be reconstructed with greater precision than the 4-
vector of a jet. The direct photon is one particle, whose position and energy can be well measured
in an electromagnetic calorimeter, while a jet consists of a number of particles spread out over
a fairly wide area of phase space. Jet energy is deposited in both electromagnetic and hadronic
calorimeters. In addition, there is an ambiguity at some level as to which particles belong to the jet
and which particles belong to the underlying event.

On the other hand, the rate for direct photon production is greatly reduced from that for jet
production, because to lowest order direct photon production is proportionaktahile jet pro-
duction is proportional ta2. As a result, they/jet ratio is typically on the order of a few times
1074,

Direct photon measurementsfir from potentially large backgrounds, primarily from those
rare jets in which a large fraction of the momentum of the jet is carried by a stigénd one of
the two photons of the® decay is not detected. Since thget ratio is on the order of 18, and the
jet rate is suppressed by a factor of several hundred if the requirement is madethake 80%
or more of the jet's momentum, thez° ratio is typically on the order of a few percent or a few
tens of percent. The value of this ratio depends on the kinematic region and, as will be seen later,
it also depends crucially on the imposition of an isolation cut. Fhe’ ratio is the most critical
number in a direct photon measurement. If this ratio is too small, then a measurement will not
be possible, or at least will be veryfiicult. (Backgrounds can come from other sources such as
n — vy, w — n’y, etc. decays, but the bulk (typicaly80%) of the background originates from
n%’s.)

There are a number of measurement strategies that are possible, each designed to minimize the
backgrounds from these meson decays.
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c. Reconstruction This technique involves simply measuring the positions and energies of the
two photons and requiring the resultant mass to be consistent with that-8fong within experi-

mental resolution. In practice, this technique is applicable mainly for fixed target experiments, due
to the requirements of a large separation from the interaction point to the calorimeter amel

lateral sampling. Losses are inevitable, even if the reconstruction technique is possible. Consider
the energy asymmetry distribution for the two photons fronY rom Fermilab experiment E706
shown in Fig.38 (Alversonet al., 1992. For perfect detection, this distribution would be flat from
Oto1l. A =p| coss | whereg is the decay angle in the” rest frame; since the® has spin

0, the decay distribution should be flat in &9 Experimental measurements show a “réillof

this distribution at high asymmetry, either because the soft photon is outside the acceptance of the
calorimeter or because its energy is too soft to be measured. There can also be a simitétdtollo

low asymmetry due to the coalescence of the two photons in the calorimeter, which is not present
in this plot. These losses of’s andn’s can cause a significant background to direct photons; how-
ever, this background can be reliably calculated, given the experimental knowledgenS{ithe

cross sections and asymmetry distributions. In Bi§jis shown they/z° ratio measured in Exper-

iment E706 at Fermilab, along with the calculated background. The background-subjratted

ratio is seen to be in excellent agreement with the leading log QCD prediction. Note the rise in the
y/n° ratio as transverse momentum increases. This is due to the runnigguofl the &ect of the

#° fragmentation function.
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Figure 38: Two-photon energy asymmetry distributiomfrdecay Alversonet al,, 1992.

d. Conversion The percentage of electromagnetic showers (due to direct photon candidates)
that convert in the material between the interaction point and the calorimeter (typically 1-2 radi-
ation lengths) can be measured. Showers originating ffdor  decays will have a conversion
fraction larger than that of showers from direct photons. A calculation of the amount of material
traversed by the photons and the observed conversion percentage allows an extraction of the direct
photon fraction in the data sample. This technique works best if the direct photon fraction of the
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Figure 39:y/x° ratio in experiment E706Alversonet al., 1993.

sample is at least of the same order astthbackground. Fig40 shows the measured conversion
probability, in a preshower detector, for isolated direct photon candidates in AIKR (et al.,
19929. Also shown are the expected conversion rates if the data sample consisted sofédy of
or solely of direct photons. Note that the data are closer to the photon expectation than%o the
expectation, indicating that the'z° ratio is larger than 1.

e. Profiles Even if the two photons cannot be resolved, a measurement of the laterat and
longitudinal profile of the electromagnetic shower may allow a discrimination between direct pho-
tons andr®’s. Showers originating from®s appear broader due to the opening angle of the two
photons. This technique losefextiveness as the’ energy increases, since the opening angle
decreases ag'E°. The longitudinal development of direct photon arffdshowers will also dfer

as the average energy ofr& photon is half that of the direct photon. Since the longitudinal de-
velopment of an electromagnetic shower varies only logarithmically with the photon energy, the
differences may be subtle. As for conversion, this technique works bestyif fleatio is fairly

large.

f. Isolation This technique requires that the photon candidate be “unaccompanied” inside a
cone of a certain radiuR(R = +/(An? + A¢?)); typically R = 0.5 — 1.0) centered on the photon
direction, withn the pseudorapidity ang the azimuthal angle. Unaccompanied means that the
amount of additional energy inside the cone is less than a certain fraction of the photon’s energy
or less than some fixed scale. The application of isolation discriminates strongly adauents,

since ar® is usually accompanied by additional particles from the fragmentation of the jet. Direct
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Figure 40: Measured preshower conversion probabifititt( et al, 19929.

photons from the leading order processes ardfaoted, since the photon is isolated. Photons
originating from bremsstrahlung processes are also strongly discriminated against, again because
of the presence of a nearby jet. Thi€eet of an isolation cut on the direct photon signal can be
calculated in a nonleading order calculation, of the type described in S&&iabove. Isolation

cuts are used for all collider direct photon measurements. Application of an isolation cut at the
colliders can increase thgn° ratio from the order of a few percent to on the order of 1 or greater.

A leading log prediction for the/#° ratio for the UA2 kinematic region is shown in Figyl (Bailey

and Owens, 1993 Note that the inclusive/x° ratio is very small (a few percent at low transverse
momentum) but the imposition of an isolation cut dramatically increases this ratio.

g. Experiments Data have been taken by many experiments using all of the techniques dis-
cussed abovd=erbel and Molzon, 1984 Good agreement is found with the predictions of pertur-
bative QCD, with the possible exception of the ley= p;/ v/s) data of CDF and UA2. Some of
this direct photon data has been utilized in parton distributionAits€ncheet al, 1989 Harriman,
Martin, Roberts, and Stirling, 1998utton, Martin, Roberts, and Stirling, 199Rung, 1993 Botts
et al, 1993 to measure, or at least constrain, the gluon distribution function in both protons and
pions. The fixed target data are sensitive to gluon momenta fractions between 0.2 and 0.6, while
the collider inclusive photon data probe the region from approximately 0.01-0.25.

More information about the direct photon event is possible if the jet opposite to the direct
photon is also measured. The @odistribution fory + jet events from CDF is shown in Fig2
The angular distribution is flatter than the distribution for two jet production, due to the absence of
t-channel gluon exchange diagrams at leading order. Measurement of both the photon and the jet
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Figure 41: Leading-log predictions fey° ratios with various isolation cuts (figure by J. Huston
from program of J. Owens).

completely determines the kinematics of the events, in particular the momentum fractions of the

incoming partons. This should be useful for parton distribution fits, especially for determining the
gluon distribution at very smak ~ (102 — 10*) at CDF and DO.
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VIlIl. QCD-induced Hard Hadron-Hadron Cross Sections

A. Jet Production in Hadron Collisions

In this section, we combine ideas developed in previous sections. First, in Séctiore
learned that the cross section to make muon pairs in hadron collisions is determined by both short-
distance physics and long-distance physics, but that the long-distfiecéesecan be isolated in
factors that tell the probabilities to find partons in each of the two incoming hadrons. The remaining
factor, H in Eq. (7.1), contains only short distance physics. One can interdreis the cross
section for the incoming partons to make a muon pair plus anything else. The “anything else”
here is important: we sum over all final states of the hadronic system. Second, in Se¢ctian
saw that in electron-positron annihilation it is possible to define cross sections in which certain
characteristics of the hadronic final state are specified without thereby introducing new sensitivity
to long-distance physics. In particular, we could define infrared finite jet cross sections.

Combining these ideas, we expect that one can specify jet cross sections in hadron collisions
such that the theoretical formula for the cross section is factored into parton distribution functions
that contain long distance physics associated with the initial states and a hard scattering cross sec-
tion that contains only short-distance physics. The general form of such a cross section, analogous
to Eq. @.7) for electron-positron annihilation, can be written in the styl&ohszt and Soper, 1992
as

I = Zfdefde Z fasa(éns 1) fo/e(és, 1) (8.1)
n=2 ab
da[n]
de?]ldplfdnndpn dmdpldnndpn Sn(ﬁi,,p:l\)
(8.2)

Hereé,, &g are the momentum fractions of the incoming partonssansithe rapidity of outgoing
partoni, while p; is its transverse momentum. The parton cross sectiofig (b, dp; - - - dn, dpn
contain delta functions for overall four-momentum conservation. Treckeof these delta func-
tions is that the total transverse momentum of the outgoing partons vanishesgéyéildég are
determined by conservation of longitudinal momentum and energy. The “hat-pj ohdicates

that infrared sensitivity arising from the initial state is factored into the parton distributions, as in
the Drell-Yan cross section, Eq..(Q).

The functionsS,, specify the measurement to be made on the hadronic final state. In order that
this measurement not introduce any sensitivity to long-distance physics (in addition to the initial-
state infrared sensitivity contained in the parton distribution functions), the measurement functions
should be “infrared-safe.” That is, they should satisfy equations analogodisl@, (

Sna(Ps -, (1= D)ph, APh) = Sn(Pf, ... Ph) (8.3)
and

Snia(Pys - P APR) = Snea(Pfs - -+, P APE) = Sn(P, - -, PR, (8.4)
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for 0 < A < 1. The first equation says that two collinear partons can be replaced by a single parton
and that a zero-momentum parton can simply be eliminated witherttang the measurement.

The second equation says that partons that are collinear with one of the beam momenta do not
affect the measurement.

1. Cone definition

Measurements of jet cross sections in hadron collisions in recent years have concentrated on

a cone definition of jets (following the spirit of the original jet pap&tgrman and Weinberg,

1977 and of the early calculations of jet cross sections for hadron physits, (Furman, Haber,

and Hinchlife, 1980 Furman, 198). The main features of the algorithm are specified in an
agreement reached at the 1990 Snowmass Workshoih et al, 1990. The idea was that this
definition could provide a standard jet cross section for the purpose of comparing results between
different experiments — without restricting the development of improved definitions in the future.

In the definition, one wants to maintain the invariance appropriate for hadron colliders under
azimuthal rotations and longitudinal Lorentz boosts. Thus one describes the partisieg the
absolute valuegr; of their transverse momenta, their azimuthal angleand their rapidities;.

(We treat all particles as being massless, so that the rapidities and the pseudo-rapidities are not
distinguished).

The main feature of the cone definition is that a jet consists of particles whose momentum
vectors lie in am, ¢-cone. The cone consists of the interior of a circle of radkus the (, ¢)
plane, centered on a cone axjg.(¢c). Thus particld is in the jet if

(i — nc)? + (¢ — ¢c)” < R (8.5)

A standard value for the cone radiusRs= 0.7. Next, one defines the total transverse enétgy
of the jet and a jet axigj(, ¢;) according to

Er = Z Pri >

iecone

1
n = E_T Z Primi,

iecone

¢y = E_lT Z pr.i ¢i . (8.6)

lecone
Finally, the jet axis must coincide with the cone axis. If it does not on a first attempt, one simply
iterates until stability is achieved.

This definition is quite simple and natural. However it can happen that two jet cones produced
by the definition overlap. Thus a further specification (which is not contained in the Snowmass
agreement) is needed. Typically, one merges jets with a very large overlap and splits particles
between jets that have a smaller overlap. The reader is referred to the experimental papers for the
details.
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2. Calculations

As with electron-positron collisions, one can characterize an infrared safe cross sectien as “
jet like” if the functionsS,, are zero fom < N and non-zero fon > N. Cross sections that are
2-jet like in this sense can currently be calculated at the one loop level using a computer program
described irEllis, Kunszt, and Soper, 198€&llis, Kunszt, and Soper, 199&llis, Kunszt, and
Soper, 199andKunszt and Soper, 1992’ he program takes account of the cancellations of soft
and collinear singularities between graphs with three parton final states and graphs with two parton
final states but a virtual loop. The virtual loop graphs are taken from the calculatigitisoand
Sexton, 1986An independent program that can calculate some 2-jet like cross sections at one loop
order is described iAversa, Greco, Chiappetta, and Guillet, 129@ Aversa, Greco, Chiappetta,
and Guillet, 1991

The extension of the above ideas to inclMler Z plusn jets was initiated byerends, Giele,
and Kuijf, 1989 (See als@®erends, Kuijf, Tausk, and Giele, 199t present the tree amplitudes
for the reactiomp+p — W.Z + njets, wheren < 4 are available in the program VECBOS. However
the jets are massless partons, which are not allowed to be soft or collinear. Using sophisticated
techniques from string theory8érn and Kosower, 199Bern and Kosower, 1992he one-loop
corrections toWV or Z plus one jet production have recently been calcula@el¢, Glover, and
Kosower, 1992 This program is especially important for top-quark analysisg(et al., 1999,
sincem, > My implies that the top quark can decay into a W plus lighter mass quarks. The
background for detecting thequark therefore involves knowledge of the reactprp — W, Z+n
jets. Without a one-loop calculation, the scales in these cross sections are not well determined.

3. Rapidity gaps in jet cross sections

It is important to emphasize that the jet cross sections described above do not give very much
information on what is often referred to as the “underlying event”, including relatively soft particles
emitted between the jets in rapidity, but not naturally associated with either jet in a cone definition.
An important example of this sort is the cross section for events that involve little or no radiation
between the two jets in a rapidity plot. The cross section for such “rapidity-gap” events would not
satisfy EqQ. 8.3), because events with one or more soft particles in the central region would not be
counted (i.e.Sn1(..., pn,0) # Sn(..., pn)). The usual factorization theorem therefore does not
apply to such cross sectionSdllins, Frankfurt, and Strikman, 1983nd the formalism we have
developed so far requires new input or analysis to supply a prediction for them.

At the same time, it has been known for some time that rapidity-gap events are reasonably com-
mon at small and moderate momentum transfers, best describedfeasctdie scattering”Bonino
et al, 1988 Brandtet al, 1992 at very high energy. In fact, some very general considerations
(Dokshitzer, Khoze, and Troyan, 1988jorken, 1992 allow us to suggest that such events have
an observable cross section even at quite large momentum transfer, and fioghiraportant
insight into QCD dynamics.

Both perturbative analysis and experiment agree that rapidity-gap events cannot cannot domi-
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nate the cross section, because of soft “bremsstrahlung” radiation associated with the scattering of
charged particles in both QED and QCD. In QCD, the tendency to radiate is even greater than in
QED, because the mere exchangedabr between two quarks, even without the exchange of mo-
mentum (i.e., soft gluon exchange), produces bremsstrahlung. Such a phenomenon is completely
lacking in QED, where the photon has no charge.

Now in QCD beyond the lowest order, we can exchange not only single gluons, which carry
color, but also color-singlet combinations of gluons. Therefore, at any momentum transfer, we
might expect to see two components to the scattering, one associated with non-zero color exchange
(“non-singlet”), and one with no exchange of color (“singlet”). In fact, explicit calculations show
that whent/s — 0, the former involves much more soft gluon radiation than the |a&etifopou-
los and Sterman, 1994an dfect related to the “reggeization” of single-gluon exchange in QCD
(Frankfurt and Sherman, 197660 and Cheng, 197&uraev, Lipatov, and Fadin, 19Y.6

Now consider the scattering of two quarks at substantial momentum transfer, but much higher
energy. Single-gluon exchange would be associated with copious emission of soft gluons, and a
“filled” rapidity gap, while singlet-exchange (beginning at two gluons) would require much less
radiation (by analogy with QED). The search for such events has now borne fruit (see below),
although it is still too early to confidently attribute these observations to the mechansim described
here.

B. Jets in Hadron-hadron Collisions: Experiment

Experimental evidence for the existence of jets at hadron colliders was first observed by using
a single highP, particle to both trigger on and identify jets. This, however, results in a very
biased experimental sample, and it was first realized at the ISffsat 62.3 GeV (Ellis and
Stroynowski,197Y that one has to trigger in a more inclusive way, i.e. on the total amount of
energy in a certain region of the detector. Cross sections were measured with an inclusive trigger,
and two-jet back-to-back structure (in the transverse plane to the beam) was obsenyeliset
al., 1984. In addition, it was shown that the transverse momentum of particles relative to the jet
axis is limited to about 500 Me)¢, independent of the momentum parallel to the jet axis. The
first studies with a cone-based algorithm concluded that an opening angle of 40 dégreaasl
includes nearly 100% of the jet energy, a value which is identical to currently used values at much
higher energies. With the increase in the center of mass energy at the CEFSN&jpder to 540
GeV, the UA1 and UA2 experiments showed unambiguously the existence of jets in hadron-hadron
collisions Qilella, 1985 Banneret al., 19838. They also enabled the measurement of the jet cross
section over a large region of transverse energy, out to 170 @e\spnet al., 1983h Arnisonet
al., 1983¢ Arnisonet al., 1986 Bagnaia.et al, 1989. Fig. 43 shows the UA1 and ISR jet cross
section as measured initially in the central rapidity regipr (L.0).

In Fig. 43, the experimental points are compared to (at that time) known parton distributions.
The rather good agreement between theory (sed-aisgan and Jacob 198and experiment, in a
guantity that varies over five orders of magnitude, was considered a major success for the predictive
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Figure 43: The jet cross section measured at the ISR and the CERN SPS by experiment UAL at
rapidity=0 Dilella, 1985 The dashed curve represents the original prediction as given by Horgan
and Jacob (1981), and the solid curves indicate the range of predictions.
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power of QCD. Note that the error on the experimental cross sections is of order 100% and that the
experiments defined jets inftkrent ways: at the ISR a cone size of 30 degrees was used, whereas
UA1 was the first to propose and use a fixed cone size algorithm, with a cone d¥ze @.7.

This value of the cone size has now become the default value, a specific example of a definition of
jets as described in the “Snowmass agreemehtitlf et al, 1990. Over the years, the accuracy

of collider experiments has improved and now the most accurate cross sections are available from
UA2 (+/s = 630 GeV) and CDF and DOy(s = 1800 GeV) at Fermilab. These experiments use a
fixed cone size algorithm to define jets, and comgkgjtef the jet as the sumy; E;; wherei runs

over all calorimeter cells inside the jet cone. We shall discuss the experiments separately.

The final UA2 jet inclusive cross sectio@l{tti et al, 19913 measured with an upgraded
detector with extended rapidity coverage, is shown in & .Here the jet was defined by using a
fixed cone algorithm and a cone siRe= 1.3. The basic assumption is that this cone size is large
enough so that a final state parton, including all its radiation and fragmentation, is described and

its energy contained within the cone.
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Figure 44: The inclusive jet cross section measured by UA2 experiflétit et al, 1991afor
different pseudorapidities. The systematic error of 32% is not shown. The curves represent a
leading-order QCD calculation with scale Bf/2, using the parton distributions of Eichtenhal.

(1984).

Corrections for energy flowing out of the cone and entering the cone from the underlying event
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(= remnants due to the fragmentation of the incoming hadrons and to color conservation) are es-
timated using the simulation program HERWIG. The experimental errors obtained have several
sources. The overall scale error on the cross section is 32%, in addition to the statistical accuracy
of each data point. The overall scale error of 32% includes the uncertainties due to absolute en-
ergy scale (11%), luminosity (5%), model dependence of acceptance corrections (25%), analysis
parameters and jet algorithm (15%). The underlying event creates an uncertainty of 0.9 GeV on
the E; scale, resulting in an additional error of typically 10% at 60 GeV and 5% at 130 GeV in the
cross section. The obtained experimental cross sections are compared to LO predictions based on
EHLQ (Eichten, Quigg, Hinchite, and Lane, 1994arton distributions. The agreement between
theory and experiment is very good in the central rapidity region. To illustrate this it ¥ifpe

ratio of experiment to theory is given for the central rapidity region, and indeed, for seuvéeal di

ent recent parton distributions the agreement is remarkable. The UA2 collaboration also chose to
do a LO comparison only and their results have not been compared to a NLO prediction. In fact, it
would not be a trivial task to compare these experimental results to NLO predictions. In order to
do so, one would want to reanalyze the data without the corrections for energy flowifaytrdad

the cone and use a smaller cone size.
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Figure 45: The ratio of experimental to theoretical (based on Eictitahy 1984) jet cross sections
atn < 0.85 in the UA2AIitti et al, 1991aexperiment (black dots). The curves represent calcula-
tions for diferent parton distributions, relative to the Eichtdral. distributions: MRSB, Martin,
Roberts, and Stirling (1990), version B; DO, Duke and Owens (1984); HMRSE, Harriman, Martin,
Roberts, and Stirling (1990), version E; MT, Morfand Tung (1991); HMRSB, Harriman, Martin,
Roberts, and Stirling (1990), version B; DFLM, Diemoz, Ferroni, Longo, and Martinelli (1988).
See Harrimaret al. (1990) for assumptions used in versions B and E.

The CDF experiment has measured the jet cross section at the Tevatron proton- antiproton
collider at+/s = 1800 GeV. Their analysis of early runs is typical of Tevatron jet results. In contrast
to UA2, the CDF cross section has been treated much more like a NLO quantity and has been
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measured as a function of the jet cone size. To define a jet, a fixed cone size alg&ithh7)
was used, along with other details of the “Snowmass agreemsunth gt al,, 1990 and Eq. 8.6)
was used to derive the jet quantitieg n; and¢;. The only deviation from the prescriptions of
Huth et al, 1990is thatE; was calculated by adding the energy of calorimeter cells in the cone
and then converting t&; by using the rapidity of the jet, instead of using the scalar sum oEthe
of each cell. The data include a correction for the energy inside the jet cone due to the underlying
event, but no corrections for energy flowing in or out of the cone. The underlying event transverse
energy correction is 1.2 0.3 GeV per unit area in, ¢ space. Jets which are close in direction
have to be merged and large transverse size jets have to be split according to some algorithm. The
algorithm used is similar to the one used at the parton level in the NLO calculation of the cross
section. For a more detailed discussion of the criteria used we refeloagcet al, 1992b The
experimental dataAbe et al, 19923. are shown in Fig46, and they cover the rapidity region
0.1 < n; < 0.7. The overall systematic uncertainty in the measured cross section is: 60% (mainly
due to energy resolution and unsmearing uncertaintied}fer 80 GeV and 22% (dominated by
knowledge of absolute energy scale) Epr> 80 GeV. Also shown in Figd6 is the absolute NLO
theoretical prediction for the same cone size using the parton distributiddarafman, Martin,
Roberts, and Stirling, 199%ndMartin, Roberts, and Stirling 1983 he agreement between theory
and experiment is remarkably good. F#&) shows the ratio of the measured cross section and
theory prediction (NLO) for dferent parton distributions. All parton distributions (HMRSB,MT-
B and MT-S) agree very well with the data, except for HMRSE, which is inconsistent with the
shape of the measured cross section. CDF has also measured the dependence of the cross section
on the jet cone size used. This dependence is predicted in the NLO parton level calculation of
the cross section and it is informative to compare the parton level prediction with the measured
behavior at the calorimeter jet level. In F# the experimental cross sectionEBE100 GeV is
determined for cone sizes 0.4, 0.7 and 1.0 and compared to the theoretical predictidiefenti
choices of the scale used. Although there is some scale dependence in the theoretical prediction,
the parton level prediction and calorimetric jet level measurement qualitatively show the same cone
size dependence for the jet cross section.

The agreement between theory and experiment, as illustrated above, has generally improved,
as luminosity has built up for CDF and DO at the Tevatrdal{imann, 1993 For example, studies
of jet cross sections over a range in rapidity show strong evidence for single-gluon exchange as
the dominant source of very high-energy dijet events. In addition, however, a small but intruiging
set of events show that an admixture of “color-singlet” exchange, which in pQCD begins at two
gluons, may also play an important role (see Secliambove). These are the rapidity gap events
(Abachiet al,, 1994 Kuhlmann, 199 originally seen at UA8HBoninoet al,, 1988 Brandtet al,,
1992, and recently detected as well in deeply inelastic scattering by the ZEUS detector at HERA
(ZEUS, 19933

Further results on rapidity gaps can be expected from the Tevatron and HERA, hopefully shed-
ding light on whether the color-singlet exchange mechanism for their generation is indeed the
correct one. In addition, closer examination of jet cross sections and their comparison with theory
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Figure 46: The inclusive jet cross section measured by @GDE et al, 1992cfor a cone size

R = 0.7 averaged over the pseudorapidity interval froh €@ < 0.7. The curve represents the
prediction of a next-to-leading-order calculation using the parton distributions of Haretren

(1990) and Martin, Roberts, and Stirling (1988). The errors shown represent the statistical and
E;-dependent systematic errors. The overall normalization uncertainty is also indicated separately.
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Figure 47: The CDF (Collider Detector Facility) inclusive jet cross section compared to theory
as the ratio (data-theor§fieory. The dashed lines indicate the systematic uncertainty in the data,
while the error bars includg; dependence. The reference parton distribution used is that of Harri-
manet al. (1990), and predictions using other sets are also shown: MTSjiMamt Tung (1991),
version S; MTB, Morfn and Tung (1991), version B. The version names S, E, B signify assump-
tions used in the analysis of the data. See Harrietaal. (1990) and Moriin and Tung (1991) for

descriptions of these assumptions. Fraxbd et al,, 19929.
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Figure 48: The cone size dependence of the cross section as measured by CDF (data fgints) at
=100 GeV. Statistical errors only are plotted on the data points. An overall systematic uncertainty
is indicated separately. The curves represent next-to-leading-order predictions based on the parton
distributions of Martin, Roberts, and Stirling (1988) foffdrent choices of the renormalization
scale. FromAbeet al, 19929.

will help elucidate the interplay of soft and hard physics in QCD. Studies along these lines will
include: (1) jet cross sections at large rapidity, (2) cone size dependelacglieret al., 1992

and (3) comparison of cone algorithms with the successive combination jet algorithms of LEP (see
SectionD.).

C. QCD Corrections: Heavy Quarks

Another important area of research in pQCD is the study of heavy-quark production. Precisely
what is understood by the term heavy quark depends on the circumstances. However there is
general agreement that u, d and s are light-mass quarks while ¢, b and t are heavy-mass quarks.
The obvious evidence for heavy (confined) quarks is the existence of colorless spin-1 vector meson
states such as thly and, which are produced copiously in electron-positron collisions. These
physical particles contain charmed and bottom quarks and have well-defined masses and lifetimes.
Within the context of pQCD there must be quantities which we can designate as heavy quark
massesn, with values approximately one-half those of the vector meson masses.nthend.5
GeV/c? andm, ~ 4.75 GeV/c? have a phenomenological significance even though they cannot be
identified as on-mass-shell objects like electrons or hadrons. When ffeds are important, for
example just above the “threshold” for pair production, we cannot ignore terms ofrofdés in
a partonic reaction. Quark masses have already been discussed in &ection

The heavy quarks referred to above carry color and do not have the proper quantum numbers
to make colorless hadrons. When they are produced in partonic collisions vacuum perturbations
produce light quark-antiquark pairs over the time sediét ~ h. The heavy quark then combines
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with a light quark to form a physical hadron with well-defined mass, which subsequently decays
into a multitude of final states with well defined branching ratios. The production of the heavy
qguark is only the first stage of a complicated process, which involves both pQCD and confinement.
Here we assume that heavy quarks are produced from light quarks in the hadrons (extrinsic produc-
tion). The presence of a heavy quark component in the hardon wave function (intrinsic production)
is discussed imBrodsky, Hoyer, Mueller, and Tang, 1992

The theoretical description of heavy quark production and decay is usually split into several
parts. One first calculates the heavy quark production cross section in the parton model, at a scale
set approximately by the heavy quark mass, including higher order corrections if possible. Then
the heavy quark becomes an on-mass-shell meson or baryon by the non-perturbative process of
finding the appropriate light quark in the sea of quark-antiquark pairs in the vacuum. There is a
phenomenological description of this part (fragmentation function). The heavy hadron then decays
into light-mass hadrons (on their mass shells) and the branching ratios can be measured experimen-
tally. The final decay involves the transition of the heavy quark into a light quark according to weak
or electromagnetic interactions. The strong corrections to the last process can again be calculated
by pQCD provided there is a heavy scale to make the running coupling constant small. If we limit
ourselves here to a discussion of the production of heavy quarks then there should be a kinematical
region where the maga and the other invariants, such a, p, etc., are roughly of the same
magnitude and significantly larger thacp. Under such circumstances the scale parameter is the
heavy quark mass, so we measure a cross section at a coupling constant whosengasents
light-mass partonic structure functions at a scaleifferential distributions are calculable when
pr ~ mand scaleVl = (p? + n?)¥2, Outside these ranges there will be large logarithms in ratios of
invariants which can be controlled by an analysis of the renormalization group equation. The real
proof of these claims is the comparison between the theoretical predictions and the experimental
results.

Here we assume that the heavy quarks are detected (via their decays). At higher valises of
wherem/ /s < 1, the heavy quarks becom#é&extively massless, and must be incorporated into
the parton distributions. The transition between these regions is still under investigation.

Heavy flavor production has been experimentally studied at electron-poshifoet @l., 1990
hadron-hadronGuillet, Nason, and Plothow-Besch, 19®eya, Zerwas, Hollik, Khoze, Phillips,
Berends, Rein, and Zunft, 1998li, Barreiro, de Troéniz, Schuler, and van der Bij, 1998nd
lepton-hadronCarboniet al., 199Q Witherall et al., 1988 Ali, Ingelman, Schuler, Barreiro, Gar-
cia, de Troéniz, Eichler, and Kunszt, 1988chuler, 1988facilities. For review articles we refer
to Ellis and Kernan, 199Ellis and Stirling 1999Smith and Tung, 1993

We shall now write down some Born reactions and discuss the general properties of the heavy-
quark cross sections. For this we need the lowest order matrix elements for heavy quark production
in the reactiongj]+q— Q+Q,y+g— Q+ Q, g+ g— Q+ Q. The diferential and total cross
sections for the reactioer + e — u* + u~, when mediated by a single virtual photon, were given
previously. One can use the perturbation theory rules in Sect. 11.4 to show that the corresponding
results for the reactiog + g — Q + Q whereg(q) are light (massless) quarks a@@Q) are heavy
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guarks with massare

2 do 4ﬂa§[tf+ u N 2mz]

dtldul = 3 = 5(S+ tl + Ul) s (87)
and S
Qg

o(s,mP) = 7 (s+2mP)B. (8.8)

We use the notatioh, = t — n?, u; = u— n? wheres,t andu are the standard invarian{s,=
(1 - 4n?/9)Y? is the center-of-mass velocity and = g?/(4n). The results include a summation
over final spins and colors and an average over initial spins and colors.

Next consider the reaction+ g — Q + Q, then the diterential cross section is

d’o
dtldul

Tens€4Boepd(S+ ty + Us) (8.9)

where

tt. U 4nPs nmes
BQED:_+_+ (1——),
Uy 1 tiug tiuy
is the same factor that appears in the QED result (i.e., in the square of the amplitude for the reaction
v+vy — ut +u). Note that we have summed over final spins and colors and averaged over initial

polarizations and colors. The total cross section is

(8.10)

o (s mP) = Zﬂag"aseﬁ.{(u 42‘2 - 82214)|n(if£) ~(1+ @)ﬁ}. (8.11)

Now consider the reactiog+ g — Q + Q. In this case the color structure is more complicated and
the diferential scattering amplitude takes the form

3

+
u ti i

2 2
s~ 7810 28 -3l e - T, @12

again summed and averaged over initial polarizations and colors. Finally the total cross section is
2
_ mag 4? 1+ 31n?\ g3

The above results should be folded with the appropriate distribution functions to calculate physical
cross sections and inclusive distributions in the Born approximatfon.

29The calculations of the partonic cross sections given here were first reportitey, 1976 Gliick, Owens, and
Reya, 1978Babcock, Sivers, and Wolfram, 1978nes and Wyld, 197&eorgi,Glashow, Machacek, and Nanopou-
los,1978 Babcock and Sivers, 1978&hifman, Vainstein, and Zakharov, 19%ombridge, 1979Gluck and Reya,
1979 Hagiwara and Yoshino, 197%eveille and Weiler, 1979Mattiae, 1981 Shifman, Vainshtein, and Zakharov,
1988andOlness, Meng, and Soper, 1992
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The evaluation of higher order corrections in pQCD is an involved issue which has been the
subject of much theoretical investigation. The calculations fall inftegnt classes. First of all
there are fixed order NLO QCD calculations of inclusive cross sections and distributions, for ex-
ample byEllis and Kunszt, 1988\Nason, Dawson, and Ellis,198Beenakker, Kuijf, van Neerven,
and Smith, 1989Ellis and Nason, 1989Nason, Dawson, and Ellis,198Beenakker, van Neer-
ven, Meng, Schuler, and Smith, 1998mith and van Neerven, 199andLaenen, Riemersma,
Smith, and van Neerven, 1993aaenen, Riemersma, Smith, and van Neerven, 1983bnen,
Riemersma, Smith, and van Neerven, 1993hese calculations regularize all singularities by
extending the space-time mdimensions so can only yield information on a few inclusive distri-
butions. Next there are applications of these calculations by various groups, of which we men-
tion Gliuck, 1987 Altarelli, Diemoz, Martinelli, and Nason, 198&lick, Godbole, and Reya,
1988 Meng, Schuler, Smith, and van Neerven, 19B8rger, Meng, and Tung, 199Berger and
Meng, 1992 andRiemersma, Smith, and van Neerven, 199hen there are comparisons with
Monte Carlo packages, Byuebel, Pundurs, Yuan, Berger, and Paige, 1&3%d byMarchesini and
Webber, 1990There are also papers on the resummation of the dominant logarithms in the thresh-
old region byLaenen, Smith, and van Neerven, 1988d the region of large energy Blis and
Ross, 1990Collins and Ellis, 199;1Catani, Ciafaloni, and Hauptmann, 19%atani, Ciafaloni,
and Hautmann, 199@ndCatani, Ciafaloni, and Hauptmann, 1990 addition there are papers on
fully exclusive calculations where the cancellation of the singularities are incorporated within the
Monte Carlo program byan der Bij and van Oldenborgh, 199%langano, Nason, and Ridolphi,
1992 Finally there are papers on joiningi@irent approaches ivazis, Olness, and Tung, 1990
andAivazis, Olness, and Tung, 199Ron perturbative fects near threshold are studied=adin,
Khoze, and Sjstrand, 1990

All the theoretical inputs, such as the running coupling constant, the reduced cross section
ij(s m?, Q%) and the parton distribution functiofs’(x, Q%) are scheme dependent.

First we have to choose the renormalization scheme. Since the cross section is a renormaliza-
tion group invariant we can limit ourselves to mass and coupling constant renormalization. Usually
mass renormalization is performed in the on-mass-shell renormalization scheme.

Let us discuss the influence of heavy quarks on the running couplindg-or instance the
running coupling constant should be continuous across heavy quark production thresholds, so it
depends om;. If we define the two-loop corrected, in theMS scheme then

b’ InIn(Q?/A?)

1
2 = f—
wlQm) =g |n(Q2/A2)[1 br In(Q?/A?) I 619
whereb; andb; are given by (see Eq2(49)
33-2n; ,  153-19n¢
== PTGty (8.15)

We use this form for top-quark production with = As andn; = 5. For bottom and charm
production we needs for four and three flavors respectively. So that there is continuity across the
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b and c thresholds we define, followiddtarelli, Diemoz, Martinelli, and Nason, 1988

as5(Q%) as(Q%,5)
(@) = aM(Q%4)+a (M. 5) - o NN, 4)
23(Q%) = o {(QA3)+a (M. 4) + o (N, 5)
—a 5 (M, 4) - o' (. 3) (8.16)

so that

as(Q) = ass(QNQ” — M) + sa(Q7)A(ME — QA)O(Q” — 1Y)
+a53(QYO(Q? — mp). (8.17)

This result may also be used in the calculation of the lowest order Born approximation even though
it is not imperative to do so.

The best data for a test of pQCD heavy quark production atemnoduction inpp collisions.
c-production is not so clean, because its mass is not heavy enough(agilis large. The relevant
experimental data are presentedAhe et al., 1990a Sinervoet al, 199Q Abe et al, 1992a
Mangano and Nason, 1998Ibajar et al, 1988 Albajar et al,, 1990 McMahon, 1990 Albajar et
al., 1991 Data from theS poS and Fermilab Tevatron on inclusitequark production are shown
in Fig. 49together with the results of a pQCD calculation through ordefprovided by R. Meng
using theO(a?) exact calculations in Beenakker, van Neerven, Meng, Schuler,
and Smith, 1991 The lower energy data are fit quite well. The higher energy data are above the
theoretical predictions so we probably need to include some part @(tt§ contribution.

152



e e e S A
£ PP, O{ag®) QCD, m,=4.75 GeV, MRS Dy 3
1% & C Mg = “'(mbeJrPT.mma)_E
. E —me = /3
0f £ ‘b.;gfi -------- b= s/
[ N
a [ a0
Eoaed LY .
3 I SRR £
= 107 |- g, \i\ —=
~- -~ Ei
by : N X X 3
£ L i -~ .
S 101 i\_ o R —
© = \'@_ - ;_v..‘:' E:
" - Q.\,_ =
100 E \'?f‘ 3
E “, E
10t [~ ® CDF, ¥8=1.8 TcV, lyl<1 \?\‘“}\ .,
-~ o UAi ¥E=630 GsV, [fl<1.5 g
P PSP I PR SO P i
Q in 20 3a 40 50 60

Prain [GeV]

Figure 49: QCD fit tdb-quark production data. From R. Meng, private communication.
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IX. Global Analysis of Parton Distributions

Factorization theorems in perturbative QCD give a justification for and improvement of parton
model predictions. In the “QCD improved” parton model, physically observed cross sections in-
volving hadrons can be written as convolutions of perturbatively calculable partonic hard parts with
parton distributions, which summarize uncalculable non-perturbatfeete Owens and Tung,
1992 (see SectiohV. above).

A. Evolution of Parton Distributions

The parton distributions are often presented as functions arid u¢; and are customarily
interpreted as the probability densities to find a parton within a hadron, with its momentum fraction
betweenx andx + dx. Below we denote the factorization scale/y Although perturbative QCD
cannot predict the absolute normalization of these parton distributions, their evolution with the
factorization scale can be calculated (Sec8dnMore precisely, the scale dependence is governed
by a set of coupled integro{@ierential evolution equations, valid to all ordersadg (Gribov and
Lipatov, 1972aAltarelli and Parisi, 197y

depq(X, 1) as(ur)

- | Yoo ) + PRS0 +0@D) (@)
dt 2n <Y aq q y’#f ag g y,,uf s .
dog(X, 1) as(us) (tdy X X
St - e Y PO 0 + POM ) + 00D

wheret = In(u?/A?), and the subscrip denotes quark flavors. The kernef;(2), have the
physical interpretation as probability densities for obtaining a parton ofitjqoen one of typej
with a fractionz of the parent parton’s momentum. At the leading order (LO) Rheare given in
Eqg. (6.7) above. The Next-to-leading-order (NLO) (or 2-loop) expression$fdr) were calcu-
lated by several group$. Up until recently, there had been an unresolved minor discrepancy for
Pgq(2) between results obtained infidirent gauges. This has now been clarifiddrfiberg and van
Neerven, 1992

This set of equations can be solved exactly in moment sgaega 1981 Altarelli, 1982,
once a set of input distributions is specified at an initial vaigleOne can then invert the moments
to get thex andu¢-dependent parton distributions. However, this method requires the knowledge
of initial parton distributions at all values offrom 0 to 1, and no experimental measurements at
fixed u¢ can reach all the way ta = 0. In current global analysis of parton distributions, one
solves this set of equations numerically. Note that one needs input distributions orlgrieater
than or equal to the smallest momentum fraction at which parton distributions are desired.

30F|oratos, Ross, and Sachrajda, 19Fbratos, Lacaze, and Kounnas, 198Fratos, Lacaze, and Kounnas,
1981h Gonzalez-Arroycet al, 1979 Gonzalez-Arroyo and Lopez, 197€urci, Furmanski, and Petronzio, 1980
Furmanski and Petronzio, 1988errod and Wada, 198indHerrodet al., 1981
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B. Global Analysis

The global analysis of parton distributions involves making use of experimental data from many
physical processes, and the use of the parton evolution equations to extract a set of universal parton
distributions which best fit the existing data. These distributions can then be used in predicting all
other physical observables at energy scales far beyond those presently achievable. Herein lies
the wide-ranging usefulness of the QCD improved parton model. Beyond this, however, the very
possibility of a global fit tests the internal consistency of our fundamental theoretical picture of
hard scattering, based on factorization and the universality of parton distributions.

A typical procedure for the global analysis involves following necessary steps:

1. Develop a program to numerically solve the evolution equations — a set of coupled integro-
differential equations;

2. Make a choice on experimental data sets, such that the data can give the best constraints on
the parton distributions;

3. Select the factorization scheme — the “DIS” or tidS” scheme, and make a consistent set
of choices on factorization scale for all the processes;

4. Choose the parametric form for the input parton distributiongoatand then evolve the
distributions to any other values pf;

5. Use the evolved distributions to calculat&between theory and data, and choose an algo-
rithm to minimize they? by adjusting the parameterizations of the input distributions;

6. Parameterize the final parton distributions at discrete valugsaafius by some analytical
functions.

In all high energy data, deeply inelastic scattering of leptons on nucleon and nuclear targets
remains the primary source of information on parton distributions, because of its high-statistics.
Such data is known to be mostly sensitive to certain combinations of quark distributions. Drell-Yan
lepton-pair production, and direct photons at large transverse momenta provide important comple-
mentary information on anti-quark and gluon distributions. Most data used in obtaining recent
parton distributions are at fixed target energies. Collider results have not reached the accuracy
necessary to be included into global fits. But, they will eventualigra significant opportunity to
probe the smalk region (sayx < 10°%).

Parton distributions defined inférent factorization schemes ardgtfdient. Commonly used
factorization schemes in the literature are “DIS” aMS” schemes. In principle, parton distri-
butions obtained in one scheme can be directly transformed into the other scheme. However, the
transformation is not reliable in certain kinematic regions where the perturbation series expansion
has abnormal behavio®vens and Tung, 1992t is preferable to perform independent analyses
in these schemes.
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The truncation of the perturbation series invariably leads to renormalization and factoriza-
tion scale dependence for QCD predictions. Consequently, parton distributions obtained from
the global analysis will depend on the choice of the scales. If significant scale dependence is found
to exist in a particular kinematic region for some processes, then the usefulness of such data is
limited, until new theoretical techniques are developed to reduce that dependence.

There is considerable freedom in choosing the parametric form of the input parton distributions
at scaleup. The parameterization must be general enough to accommodate all the prssidlie
guark-flavor dependence; but it should not contain so many parameters that the fitting procedure
becomes very much under-determined. In practice, for each flavor it is common to use a functional
form

$( o) = Aox™(1 = x)*P(x) (9.2)

where P(x) is a smooth function. In above expressioft: dominates the smak feature and
(1 - x)* determines the largebehavior.

When calculating thg? for a given fit, both statistical and systematic errors should be taken
into account. The most expedient, and hence the most often used, method is to combine these
errors in quadraturéorfin and Tung, 1991 However, real systematic errors are correlated; they
must eventually be incorporated in that way when the analysis reaches a truly quantitative stage.

After minimizing they? (e.g., using the MINUIT package of CERN library), the resultant par-
ton distributions can be presented in two ways. One way is just to give the relevant QCD parameters
and the parameterization of input parton distributions at sgal@ he user can then produce the
parton distributions at another valueigfby using this information as input to a reliable QCD evo-
lution program. The other, more commonly used, is to approximate the outcome of a global fit over
(%, u¢) by a set of parameterized functions. Such parameterization varies widely between the avail-
able distributions sets, ranging from a simple interpolation formula over a large three-dimensional
array ku¢, and flavor), to Chebeschev polynomial expansions, to simpliependent parameter-
izations of the form of the above equation with an appropriately chosen smooth fuR¢kpnt
was found that a logarithmic factor of the form f8¢lL/x) is particularly éfective in rendering the
us-dependence of the cfiient functionsA; smooth for the QCD evolved distributions.

Although, in principle, the form of the parameterization is arbitrary so long as the approximated
distributions still fit the data, extrapolation of the distributions out of the fitting region (e.g., into the
small x region) will give very diferent predictions. It has been demonstrated that good fits to data
can be obtained with the cficientA; (which controls the smak behavior) varying, say, from -0.5
to 0.2. Such uncertainty should be regarded as evidence of our lack of knowledge of the uncharted
region. It is not meaningful to take the extrapolation of any particular set of parton distributions
as “predictions”. This uncertainty can be reduced either by new experimental measurements or
by theoretical advances which allow true predictions extending to soadting the same way the
usual evolution equation does for thevariable.
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C. Survey of Recent Parton Distributions

The first generation parton distribution sets, based on leading order evolution and data of the
early 1980’s, have been widely used in calculations of high energy procésskes énd Owens,

1984 Eichten, Quigg, Hinchtte, and Lane, 1984Gluck et al., 1982. However, since then ex-
perimental data have been dramatically improved (and substantially changed, in some cases), and
these distributions are no longer able to fit the new data.

The second generation global analyses, based on next-to-leading order evolution and more
recent data, have been carried out by several groups in recent years. Some of the groups perform
specialized analyses focusing on some specific issue or process, such as the gluon distributions
and direct photon productio\(renche, Baier, Fontannaz, Owens, and Werlen, J,98utrino
scattering Diemozet al,, 1989, etc.; and others study a wide range of procedsest(n, Roberts,
and Stirling 1988Matrtin et al,, 1989 Harriman, Martin, Roberts, and Stirling, 19%wiecinski
et al, 199Q Morfin and Tung, 1991 These analysesftier considerably on various issues, such as
the range of data used, the way experimental errors are treated, the choice of schemes, assumptions
on the input distributions, and so on.

A compilation of currently available parton distribution sets, both old and new, have been
made at CERN and it has been distributed as a program package POHbiBaw-Besch, 1991
Because most of the older distributions are seriously inconsistent with current data, and because
of the diferences mentioned above, indiscriminate use of all the distributions in this collection can
lead to meaningless results.

For example, it is important to only compare correct corresponding objects. Thus, the LO,
NLO-DIS, and NLOMS distributions are dierent objects, and should not be compared or mixed.
When calculating physical quantities (such as cross sections or structure functions), LO, NLO-
DIS, and NLOMS distributions must be convoluted with the corresponding LO, NLO-DIS, and
NLO-MS hard scattering parts in order to yield meaningful predictions.

We are about to enter yet another era of precision in QCD global analysis. Recently released
NMC data @maudruzet al, 1992 on F}/FJ, F? — F3, andF>" using a muon beam and CCFR
data Mishraet al, 1992 Leunget al, 1993 Quintaset al, 1993 on F}¢ using (anti-) neutri-
nos should have a significant impact on QCD global analyses because of their extended kinematic
coverage (particularly at smat), their high statistics and minimal systematic errors. The pre-
cision of the current generation of DIS experiments (including the previously published SLAC,
BCDMS, and CDHSW data) now far exceeds the size of next-to-leading order QCD contributions
to these processes; thus they probe the full complexity of QCD mixiiegts between quarks
and gluons in a properly conducted QCD analysis. At the same time, data being accumulated at
the Fermilab Tevatron on many hadron collider processes (such as W-, Z-production, lepton pair
production, direct-photon production, jet production, and heavy flavor production) are beginning
to be quantitative enough to provide complementary information and constraints on parton distri-
butions. Finally, the HERA electron-proton collidédX Collaboration, 1993H1 Collaboration,

1994 ZEUS Collaboration, 1993kare now providing direct measurements of structure functions
at very smalix.
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The new DIS data have been incorporated in two recent global anafisitsgMartin et al,,

1993 Bottset al, 1993. The most notable result from each of the new global analyses is the
apparent extraordinary quantitative agreement of the NLO-QCD parton framework with the very
high statistics DIS experiments over the entire kinematic range covered, and the consistency of this
framework with all available experiments on lepton pair and direct photon production as well. The
parton distributions are determined with much more precision than before.

On the other hand, these analyses also are calling into question, for the first time, the ultimate
consistency of the existing theoretical framework with all existing experimental measurements!
(This can be regarded as testimony to the progress made in both theory and experiment — con-
sidering the fact that contradictions come with precision, and they are a necessary condition for
discovering overlooked shortcomings amdharbingers of new physics.) When all available total
inclusive DIS data and their associated errors are taken seriously in the latest analysis, the CTEQ
Collaboration Botts et al., 1993 found a good global fit only if the strange quark has a much
softer distribution than the non-strange ones and rises above the latter in the segadin below
x = 0.1. This result is unexpected, and it also appears to be in conflict with the dedicated measure-
ment of () done with dimuon final states in neutrino scatteriRglfinowitzet al., 1993. (The
latter is not available in a form that can be included in any of the existing global analyses.) Thus,
either there are unknown theoretical flaws in the next-to-leading order QCD analysis or some of
the experimental data sets need to be re-examined both in their measured values and in the as-
sessed systematic errors. In the MRS analydizr(in et al, 1993, the strange quark content of
the nucleon is assumed to be consistent with the dimuon result; reasonable fits are obtained only
by letting the normalization of the data sets vary freely, unconstrained by the stated experimental
errors, and by increasing some experimental errors attributed to other sources.

The emergence of the apparent contradictions has already spurred vigéiats ey both
theorists and experimentalists to rigorously examine the existing assumptions and to institute new
improvements in their respective analyses. Thekmts, aided by data from the hadron collider
experiments and from HERA, herald an exciting new era in global QCD analysis. We expect, on
the one hand, vigorous study of smalbehavior, and on the other hand, much more stringent tests
of the pQCD framework from the many overlapping lepton-hadron and hadron-hadron processes
which can now by studied quantitatively.
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A: Color Matrix ldentities and Invariants

Only a few identities are necessary for the calculations described in the text. In general, for
representatioR, S U(N) generators can be picked to satisfy

Tr[TRTP] = T(RGab » (1.1)

with T(R) a number characteristic of the representation. Also of special interest is the representation-
dependent invarian€,(R), defined by

N2-1
> TR =C(RI, (1.2)
a=1

with | the identity matrix.

We encounter only two representations here,Nkhéimensional “defining” representatioR,
and theN? — 1-dimensional adjoint representatiok, The generatoréfé(f) are a complete set of
N x N traceless hermitian matrices, while the generaTé’?éare defined by th& U(N) structure
constant,,. (Eq. 2.5) as

(TéA))bc = —iCanc - (13)

For these two representations, the relevant constants are
N2 -1
Cy(F) =
C(A)=N. (1.4)

T(F) =
T(A) =

Z NIl

Another useful identity, special to the defining representation, enables us to work with simple
products of the generators,

TOTE = iCarc T + dane T + 26l (1.5)

with | the 33 identity, and thed,,. real. Unlike the previous equations, this and the following
equation apply only t& U(3). A numerical value that occurs in the three-loop correction to the
total e*e” annihilation cross section is

40
D= dg= = - (1.6)

abc

160



B: Cut Diagram Notation

A convenient technique for organizing calculations|8f|? in cross sections is througtut
diagrams which combine contributions t81 and M* into a single diagram farM |? with slightly
modified Feynman rules.

The form of cut diagrams is derived in Fig0, for the annihilation of a fermion pair of momenta
k; andk; into a set ofn final state lines, of which only a fermion with momentysp and an
antifermion of momentunp, are exhibited.

— *

Ui Us Ui Us
Vi Vi | Vi Vi
()

U; Us Us U;
Vi Vi Vi Vi
(b)

\
pr(27)5.(pt?)
u > > —
M M
Vi < < < Vi
pr’(27)5:(p; )
\—

()

Figure 50: Cut diagram identities.
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The underlying identity for these manipulations is

[VT/()/’”)/”Z P LT Y5 )W]*
= VT/(. .. »)/Vrys e O-Uﬁ e ,yﬂZ»yﬂl)W , (21)

wherew andw’ are any two Dirac spinors.

Fig. 50a shows a typical fermion propagator and vertexpthand M*. Fig. 50b shows the
application of Eq. 2.1) to Fig. 50a. The diagram inM* has been flipped over, all arrows on
fermion lines have been reverseddall momenta have been reversed in sign. This leaves the sign
of momenta in fermion propagators the same, as shown. Color sums can be reversed in the same
manner as spinor sums, because the color generators are hermitian.

Fig. 50c exhibits the cut diagram notation, in which the contribution of any final state is a
modified forward scattering diagram. The final-state lines are indicated by a vertical line (the
“cut”). Cut lines are represented in the integral corresponding to the cut diagram by factors

(b +m)(27)5.(pf — 1Y), (2.2)

for fermions or antifermions, after a spin sum. For polarized fermions or for vectors, the usual
spin projections replacgp(+ m). The Feynman rules fok are the normal ones, and those foir

differ only in the sign oexplicitfactors ofi at vertices and in propagators. The three-gluon vertex
also changes sign iM, because of the reversal of momenta.
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C. Dimensional Regularization

In Sectionll., our description of renormalization was a bit abstract, depending as it does on
the substitution, Eq.2.25. For many purposes, it is useful to introduce an intermediate step in
this replacement, in which the divergent integralagulated that is, modified to become a finite
integral. This will involve the introduction of a new, unphysical, parameter. The replacement in
Eq. .29 will then appear as a “subtraction”, in which the regulated integral is combined with a
term that cancels its dependence on the regularization parameter. At present, far and away the most
popular regularization schemedsnensional regularizatiorprimarily because of its calculational
simplicity. It is difficult to follow much of the theoretical literature of pQCD without at least a
passing acquaintance with dimensional regularization.

Most of the essential features are contained in the scalar one-loop self-energy, Fig. 1.2,

d"k 1

G(Z)(p’ n) = ilu2—n/2 (2n)" (K2 —m2 +ie) (p— K2 - me +ie)’

(3.1)

wheren is the number of dimensions, initially taken as an integet; 1,2,.... Forn > 4, the
integral is UV divergent ak — . The factoru*™", with u an arbitrary mass is included to give
keepG®@ dimensionless for alh. To simplify further, let us do the integral in “Euclidean” space,
wherek? = k3 + k2. The process of relating Euclidean to Minkowski integrals (Wick rotation) is
independent of the regularization process, and for our purposes consists of multiplying by a factor
i.

Forn > 4, G@(p,n) is ill-defined, but forn < 4 it is finite. The idea of dimensional regu-
larization is to extends to ananalytic functionof n for all R(n) < 4, and then to use analytic
continuation to extend it to the rest of the compleglane. When we recall that analytic continu-
ation is a unique process, we begin to see the power of the method.

So, how are we to exterd to noninteger, let alone complex, valuesn@f Actually, it is quite
a simple process: more general integrals require more care, but the basic steps are the same for
every Feynman diagram.

(i) Firstcomes a technical step, calléeynman parameterizatipwhich is a trick to rewrite the
product of denominators as a single denominator,

d"k

G(Z) N =i 4-n
(p,n) =iu 20y

fldx[kz—pr-k+xp2—mz]‘2. (3.2)
0

(i) Next, we complete the square in the single denominéterk — xp, to get

d"¢

G@(p,n) = iu*™"
(p,n) = iu 2ny

fldx[€2+x(1—x)p2—mz]‘2. (3.3)
0

Notice that the shift of integration variable is perfectly permissiblerfor 4, where the
integral is convergent.
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(i) In this form, we can trivially change variables to polar coordinates, and do the (trivial) an-

gular integrals
de -t
: 3.4
(Zﬂ)”f f [£2 + x(1 - X)p? — m?]? (3.4)

(iv) At this stage, then-dependence is segregated into the angular vol¥e), while the di-
vergence ah = 4 is entirely in the radiaf integral. These two quantities are quite easy to
promote from integer to complex

G¥(p,n) = iu*

So, we are left with two integrals to extend to the compleypfane”. Consider first the angular
integral. We are already familiar with one- and two-dimensional angular integrals,

Q) = f do,
— (3.5)
Q@R) = fdezsm(ez) Q(2).
For integem dimensions we easily find the following recursion relation:
Qm) = f do sinf™2(6,,)Q(m - 1),
I'(1/2)r ((n-1)/2)
T(n/2) Q(m-1), (3.7)
wherel'(2) is the EulerGamma functiomefined by the integral representation
Hazjﬁdmf%”, (3.8)
0

for Rz> 0.
The recursion relation Eq3(7) is trivially solved by use of Eq.3.5) as an initial condition.

We find
Zﬂ.n/z

Q(n) = :
"= t02)
We can use this result to give a meaning to the integral &4) for all values ofn, and not
just positive integers. But let us first list a few basic properties of the Gamma function, which
appears in the results of typical integrals like E®j4). It is defined by Eq.3.8) for Rz > 0, and
by analytic continuation for all other values ofA little algebra shows that for integer> 1

(3.9)

@ = (z- 1. (3.10)
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The Gamma function obeys the recursion relation

I'(2
(z-1)

I'z-1)= (3.11)
Sincel'(2) is analytic for allzwith positive real parts, it is easy to deduce that it is analytic faz,all
except at negative integers, where it has simple poles. It is precisely this last property that makes
dimensional regularization such a convenient technique.

Now let us return to our basic one-loop integral, E§}3). The remaining, radial integral in
Eq. (3.4) can be analytically continued from a finite integral fareal and less than 4, to a complex
integral by using yet another integral representation involving gamma functions,

fo " dyy iy 4 1)z = LWL (3.12)

S TW+2)

(This combination of Gamma functions is often called a “beta function”, not be be confused with
the beta function introduced in connection with renormalization.) Combining these results, we find

i,,4-Nn
GOp.N) = ol @ n/2)()"*?

+In(p?/u?) + -] . (3.13)

I 1
W[Z—n/Z

In this way, the superficially divergent integral becomes the sum of a momentum-independent
pole term, plus momentum-dependent finite parts. Minimal subtraction (MS) schemes consist of
subtracting the pole terms only in dimensional regularization. The renormalization scale enters
automatically by modifying the Lagrange density, as described below.

Dimensionally continued field theorlyet us now discuss how dimensional regularization is
introduced in QCD. As its name implies, dimensional regularization involves treating the number
of spacetime dimensions as a parametef,he unregulated theory, of course, is defined at4.

It is often convenient to parameterize the regularization in terms of the “small” quantity

€e=2-n/2. (3.14)
The rules that we shall need to implement dimensional regularization may be summarized as

(i) For QCD, the regulated theory is defined by a Lagrangian of the form2Eg), but with all
couplings g, replaced as
g—gu, (3.15)

with e given by Eq. (2.15), and with an arbitrary mass scale, which we shall refer to as the
renormalization scale

165



(i) Vector indices run from,1..nand we make the replacements

4 n

d*k dk
@ (@) 4229“#*% % (3.16)

p=1 p=1

in all momentum integrals (loopnd phase space). We shall see below what we mean ex-
plicitly by d"k.

(i) There aren Dirac matrices/#, u = 1,...n, and the standard anticommutation relations

Wyh=29", p=1,...n, (3.17)

are satisfied by al of them. Fortunately, however, it it necessary to make the number
of spinor components-dependent. Thus we may retain Dirac trace identities such as

Tr{P1P2PsPsl = 4L (P1- P2)(Ps - Pa) + (P1- Pa)(P2 - Ps) = (P1- Pa)(P2 - Pa) ], (3.18)

which depend on the* being 4x 4 matrices. We should emphasize that E2j18 may
be taken as a rule, because the tetdependence due to the trace will nditeat physical
answers ah = 4, not because EQq.3(18 is really correct inn dimensions. On the other
hand, the anticommutation relations, along vgth = n lead to the following easy-to-prove,
n-dependent identities for Dirac matrices,

Yy = (2-n)p
Yub1B2Y" = 4p1- p2— 2ep, P,
Yubi P23y = —2p3p,P; + 2€P; P2 Ps. (3.19)

The basic one-loop integrals may now be evaluated in terms of B .ahd @.12 straight-
forwardly. For instance, consider the Minkowski space integral

d"e
Is(n) = fm ’ (320)

2
wheref? = £4>~ ¢ . Wick rotation,fy — ifg, gives

de,d-1e
— (—1)Si n
IS(n) - ( 1) | [€E2+ Mz—if]s’
(=Y f dee(R)m*
2 o [Ce?+ M2 —ig]s

I'(s—n/2)
s -~

(-1)%in"2 (M2 — je)V?s (3.21)
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where we have used Eq8.9 and @.12. Similarly, we have

— VT Al
1£"(n) = f d¢

M2+|6]S

s-1jn I'(s 1) v i€)2-s
( 1)*i /ZTQM (M? )2

These forms are all that is necessary to derive the results of 49 and 6.20).
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D: Kinematics and Cross Sections

In this appendiX* we discuss the kinematics and formulas in frequently-encountered cross
sections. Upper case letters will be used to designate incoming and outgoing hddrass,
A+B - C+ X, etc. Lower case letters will be used when referring to the hadron constituents
which are undergoing the hard scattering.

The cross sections below are described for the most part in the language of the parton model,
Sectionlll., with hard scattering functiond,, (see Eq. 4.38) approximated by Born cross sec-
tions. They serve as well, however, for leading-power pQCD, when factorization scale dependence
is introduced into the distribution and fragmentation functions. At lowest order (LO), the hard scat-
tering function reduces to the Born cross section, usigi@?), with Q? an appropriate momentum
transfer squared.

Let A and B be initial state hadrons and C an observed final state hadron, with four yggctors
, Ps ,» andpc, respectively. For these momenta, Mandelstam variables are defined as

s=(pa+ pe)% t=(pa— pc)>, andu= (pg - pc)*. (4.1)

With this definition,
S+t+U=pi+Ps+ P2+ (Pa+ Ps— Pc)’. (4.2)

The variables is the squared center-of-mass energy whiend u are the squares of the four-
momentum transfers from particles A and B to particle C. A similar set of variables describes the
partonic scatteringa + b — ¢ + d, identified by ‘hats’, as." Thus, by Eq. 4.2), the Mandelstam
variables for massless two-body elastic scattering satisfy the constraint 0 = 0.

A number of additional variables will be encountered in discussions of large transverse mo-
mentum processes. These describe momentum components which are transverse or longitudinal
with respect to the beam direction. These are denotegkgnd p,, respectively. Reference will
be made to the their scaled counterparts

Xr =2pr/Vs, X =2p/Vs. (4.3)

With these definitions the kinematically allowed rangesoandxs are (0,1) and (-1,1), respec-
tively, if the masses of the hadrons are neglected. Another useful variable which is often used is
the rapidity,y, which is defined as

v=5mn(E) (4.4)

This expression, when evaluated for a massless particle, has a much simpler form. In this case,

y=1In cotg , (4.5)

31This appendix closely follows a similar discussiorOwens, 1987
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whered is the center-of-mass scattering angle. This form, calleghsleeidorapiditywvhen applied
to physical particles, is convenient experimentally, since one needs to knoW.dxdy many high
energy processes the dependence on the particle masses is negligible and therefore the rapidity and
pseudorapidity become equivalent.

In the derivations which follow it will often be necessary to work directly with the four-vectors
of the interacting partons. Suppose that parton a carries a fragtiohhadron A's longitudinal
momentum and that a similar definition feg exists for parton b. Then in the overall hadron-
hadron center-of-mass system the four-vectors for a and b can, assuming massless partons and
neglecting any parton transverse momenta, be written as

_ %S X0 V'S

2 2
where the positive axis is taken to be along the direction of the incident hadron A. If the scattered
parton ¢ has transverse momentpmand rapidityy;, then its four-vector is just

P = pr(coshyy, 1,0, sinhy,). (4.7)

With these results it is easy to evaluate the Mandelstam variables at the parton level:

P (1,0,0,1) and pf = (1,0,0,-1), (4.6)

8= Xa%S = —Xpr Vs€¥, andui = —x,pr Vse". (4.8)

For the case of two-body scattering, the partonic Mandelstam variables can also be written in terms
of the four-vector of the recoiling parton d, in the event that correlations are being studied. Let

P, = pr(coshy,, —1,0, sinhy,). (4.9)
Thent andud may also be written as
t = —xopr Vse€? andu = —x,pr Vse 2. (4.10)

Starting with two-body scattering at the parton level the partial cross section for the inclusive
production of two partons can be written as (Sect#o)

1
dr(AB— cd) = o2 3 dan(Xa)draere(x)dX; ) IM(ab— cd)i
ab

d3 Pc d3 Pd
(27)32E, (21)32E4

(27)"6*(Pa + Pb = Pc — Pa)

(4.11)
Note that unpolarized parton distributions, as defined in Se€lipsay, include a sum over colors
and spins. These quantum numbers are therefeeeagedn the initial state of the partonic cross

section, and these averages are implicEip in Eq. @.11). At the level of two-body scattering one
associates a jet with each of the outgoing partons (Se8t)otHowever, when more complicated
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final states are taken into account, e.g+23 processes, the jet must be carefully defined using
energy and angular size resolutions, or a “JADE” algorithm, etc. (SediloasdB.).
In order to convert Eq4(.11) into the invariant cross section for inclusive single jet production
it is easiest to use
&®py
2By
to integrate ovepy using the four-dimensional delta function. In addition, with massless partons
it is convenient to make the replacement

= d*pa 6(p3) (4.12)

8(p3) — 6(8++0) (massless partons) (4.13)

This results in

d? .
EdT(;(AB_’ jet+X) = E f dXadXota/a(Xa)Pb/B(X0)
abcd
Sdo A & oA
X——=(ab— cd)o(S+t+0), (4.14)
m dt

where the dterential cross section for the two-body parton scattering subprocesses is denoted by

1

do
E(ab—> cd) = =

> IM(ab - cd)?. (4.15)
The argument of the delta function in E4.14) can be expressed in termsxfandx, using the
results given above. The integration may then be done, giving the final result

o . !

ETU(AB — jet+X) = E ~ UXaha/a(Xa)Pb/B(Xb)
®p abcd¥ %a"

K2 XX 97 cd) (4.16)

7T 2%, — X7 df ’ '

where

XaXT€7Y
= 4.17
X (4.17)

and
Xmin — XTey
a 2 — xre”y '
Eq. 4.16 is also applicable for the calculation of the direct photon inclusive invariant cross section
resulting from the subprocessg® — yg andgq — yd.
Next, in order to calculate single particle inclusive invariant cross sections, the fragmentation
function D¢,c(z) (Section2.) must be included. This function, when multiplied 8. gives the

(4.18)
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probability for obtaining a hadron C from parton ¢ with the hadron carrying a fractioh the
parton’s momentum. Usind?p/E = Z2(d®*p./E.) the resulting expression is

d3
EdTOp-(AB - C+X) = f AXa0Xo0Zcha/a(Xa) b8 (X0) Deye(Ze)
abcd
Xizc &7 @b — cd)s(3+ £ +0). (4.19)

As in the previous case, the argument of the delta function may be expressed in terms of the parton
kinematic variables and the integration may then be done. The final form for the cross section is

a3
EFpAB-N+X) = ) f d, f o 00 06(6) (2

abcd

1zc d? (ab— cd), (4.20)

where now

X _ X1
= — ¥4

2Xp 2Xa
min  _ XaX7 €™
% = 2%y — X7&
XTeV

mn - 421
*a 2—XTe_y ( )

’

Eqg. @.20 is also applicable for the calculation of the single photon inclusive invariant cross section
(Sectionsk. andD.), when the photon results from the fragmentation from one of the scattered
partons. In this case one must repl&zg. by D, c.

The above equations for the invariant cross sections include a summation over all of the possible
two-body parton scattering subprocesses. In addition, the summation implies a symmetrization
underf anddinterchange, i.e., interchange of the beam and target. Note that for the case of three
qguark flavors there are 127 terms contributing to the inclusive single particle cross section.

The partial cross section in EdL.(L1) can also be used as a starting point for a two-jet inclusive
cross section. At lowest order, the transverse momentum components of the delta function insure
that the jets are produced with equal and opposite transverse momenta. The dijet cross section
can then be written in terms of the rapidities of the two jets and the transverse momemtum,
possessed by each:

do

—AB — jey + jetb + X
dyldyzde( Jey + Jek )

= 3 [ otusantmistn; e 12)
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S S
><6(xa§ + Xb% — pr coshy; — pr coshy,)

xé(xags’ - xbgs — pr sinhy; — pr sinhy,) . (4.22)

The two delta functions in this expression are the energy and longitudinal parts of the original
four-dimensional delta function appearing in E4.1(1). Together, they allow the integrations on
both x, andx, to be carried out. The resulting two-jet cross section is

do do
Wndy,ap B et et + X) = —=(ab— 12), 4.23
dY1dy2dp$( — jety + jety + X) ; Xaa/A(Xa) XoPb/B(Xo) O (ab— 12) ( )

where
Xa = %S(eyl +672), X = %S(e—yl + e, (4.24)

Another variable which is often used in studies of jet production is the dijet invariant mass,
M?. This is easily shown to be given by

M? = 2p% [1+ coshf - v2)] , (4.25)

if the masses of the individual jets are neglected. The mass distribution is then given by

do 3 Mj; do
dy.dydM;j; 1+ coshfs —») dyidy.dps

(4.26)

The dijet cross section in EG4.23 has no integrations remaining to be done. That is, knowl-
edge of the four-vectors of the two jets has completely determined the kinematics of the parton
scattering process. Thus, it is possible to use EQJ, or an equivalent expression, to determine
the parton-parton scattering angular distribution, averaged over all of the participating subpro-
cesses. Let* be the parton-parton center- of-mass scattering angle. Then4E$ €an be

rewritten as
do

dx,dx,d cosg*

d
= 222 danxa)oralx0) o (@b - 12). (4.27)
ab

wherex, andx, have the values given in E¢}.6).
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